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FOREWORD

The Data Processing Applications Subcommittee of the Computing
Devices Committee is pleased to present in this volume copies
of papers to be presented at two sessions on On Line Data
Processing at the Winter General Meeting, New York, N,Y.,

January 27-February 1, 1963,

On Line Data Processing refers to those applications in which
data is received over a multiplicity of input links which are
asynchronous with respect to processor. This collection of
papers covers different aspects of the on-line field which is
becoming increasingly important and in which there is con-
siderable current interest.

These papers were stimulated by discussions at a Workshop on
this subject held in Palo Alto, Calif., in May 1962,

Thanks are due to all who responded to the Call for Papers _
for these sessions and to the authors of the papers contained
herein,

Thanks are due also to Dr., D. R. Helman of ITT Federal Labora-
tories, Nutley, N.J., for his contribution in coordinating the
solicitation and review of papers and organizing the two
sessions in which these papers will be presented.

C. A. Strom, Subcommittee Chairman .
Data Processing Applications Subcommittee
Caomputing Devices Committee

Task Group on Papers

D. R, Helman, Chairman
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FREFACE

In order to fully utilize the capability of preseﬁt high~speed
processors, it is becoming more and more necessary to automate
data collection and distribution. Without some method of getting

"large quantities of data in and out of a processor, the problem

set up time is apt to exceed the problem solving. In answer to
this problem, there has evolved a large class of processors which
are loosely referred to as on-line or real-time processors.
These are generally characterized by a multiplicity of input and
output devices which may be local or remote in nature. Since
input data pertaining to many problems may be arr1v1ng simul-
taneously, the need for a multi-program processor is also a
possibility that must be faced.

Session I will deal with various considerations which must be
faced in dealing with a real time system. Such subjects as
economics, memory needs, programming, and real time displays
will be covered.

Session II will discuss several actual and proposed uses for
real time processors. The topic covered will be store and for-
ward switching, the concept of computer utilities,.a data
acquisition system, and an on-line bank processor.
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ASSESSING COMPUTING SYSTEMS

Louis Fein

SUMMARY. Four figures of merit--productivity, cost, effectiveness, and worth~-useful to
manufacturers for quantitatively assessing their data-processing systems, and to users for
comparing and contrasting competing systems, are defined; design parameters affecting each
figure of merit are given. Procedures are suggested for calculating the values of the
figures of merit from the estimated values of certain system parameters on which they depend.
Of the four figures of merit, worth is the most comprehensive,

INTRODUCTION

Productivity, Cost, Effectiveness, and Worth are figures of merit of computing systems
that the author has introduced and used to assess control computers, gigacycle computers,
and data-processors and to influence the design of such systems. 1.2, In this paper, these
figures of merit are refined and procedures are given for calculating their values from
estimated values of certain system parameters on which they depend. Since on-line real-
time systems constitute one class of computing system, these figures of merit are suitable
for them.

ON-LINE REAL-TIME SYSTEMS

An on-line data processing system consists of one or more central data processors with
a multiplicity of remote but directly connected input and output terminals. Each equipment
subsystem of the composite system is continuously and crucially involved in the operation.
Since batching of inputs is unacceptable, no buffers are required, If an on-line system is
to operate in real time then its reponse time must be acceptable to the system user. Thus,
on~line and real-time are descriptors of physically integral data processing sub-systems con-
stituting a system with a generally short (and acceptable) response time. It will be seen,
however, that what will be said about the figures of merit of programpable data-processing
systems in general is equally applicable to real-time or to non-real time syst?ms in p%rtlc—
ular. The only 51gn1flcant parameters that must be taken into account for an "on-line" system
but may be ignored for an Yoff-line" system are those associated with the communication links
between the remotely located input and output terminals and the central processor(s). Whereas,
in practice, the value of these communication parameters may seriously affect some properties
of an on-line system, in principle, they present nothing new.

FIGURES OF MERIT

A figure of merit of a system is a numerical measure of a significant property of that
system. Users and designers have used a variety of figures of merit to assesg-and Fo com-
pare and contrast--programmable data~processing systems; e.g. memory size, arithmetic speed,
reliability, and price. But whereas these are important parameters of a system, they are
usually only contributory to the appraisal of a composite system.

Four composite properties, deemed significant by users or manufgcturers'OP both, havée been
selected for definition; a procedure will be given for obtaining their num?rlc @egsures; sys-
tem parameters influencing each of the four figures of merit will also be identified.

Productivity . )
A popular measure of the attractiveness of a system is the amount of work it does of a

certain kind in a given interval of time. The amount of work may be measured in terms of
numbers of certain kinds of products produced or of operations performed, or in terms of the

complexity of a product, or of an operation. A data-processing system used for payroll
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produces a number of paychecks and stubs of a certain complexity of format in a few hours;
electronic banking machines produce a number of bank statements in a given period of time;
inventory systems cope with an inventory while handling transactions of varying complexity
at a certain rate; on~line hotel accounting systems produce complete customer invoices for
hotels of a given number of rooms; computers operate on words of a given size with certain
average arithmetic speeds; they solve equations of a certain type in a given interval of
time. Apparently, there are at least as many suitable measures of work as there are classks
of applications and types of operations,

The productivity parameters of a system are those characteristics of the system ‘Wwhose
value or type influence the productivity, i.e., the amount of work done by a certain pro-
gram in a given time on a particular class of tasks. In general, the productivity is some
function of these productivity parameters; furthermore, many of the productivity parameters
are mutually dependent, Representative productivity" parameters of programmable on-line data-
processing systems include speed of execution of individual instructions, size of computer
word, capacity and access time of internal and peripheral stores, organization of the sib-
systems and of the parts of each sub-system, efficiency of programs, channel capacity of the
communication sub-systems, and reliability. Reliability itself has various measures affecting
the down~-time and hence the elapsed time to perform a task. These measures include error-
detection time, error-diagnosis time, and error-repair time as well as the rework time--
the time taken to rerun the program from the point of error., Program efficiency depends at
least on system organization, storage size, and the capability of the program-writer, be
it a compiler or be he a human being,

Because the productivity is rarely expressible as a known explicit function of the
productivity parameters, and because the interdependence of the parameters is equally dif-
ficult to make explicit, the productivity of a system can rarely be calculatéd; it must
usually be determined experimentally. To do so, a task must be selected, a program written
by a compiler program or by a human programmer, and the program run on the system whose
productivity is being ascertained, or on a simulated system. The productivity, expressed
in appropriate units of work and time, will be a measure of the rate at which work is done.
on that task by a specific program.

To compare competing systems by productivity, the same tasks should be programmed and
performed on all systems; furthermore, if the programs for competing systems were compiled
from the same source program and were written in the same programming lanquage, then the
productivity of each system will reflect the excellence of the compiler; if the programs
were written by human programmers, then it will reflect their competence. Indeed, to
increase the productivity of a system on a certain class of tasks, the manufacturer-fmay
consider the modification of others of the productivity parameters, e.g., memory size and
access time, or system organization, or reliability. But, it is worth repeating and em-
phasizing that it is usually impossible to calculate the effect of changes in values or
types of productivity parameters on productivity; the effect must usually be determlned
experimentally or by simulation,

Cost

A popular, but misleading, figure of merit, of a programmable data-processing system
is its purchase price or rental. It is misleading because the total annual expenses, mea-
surable in dollars, incurred by the user of a typical data-processing equipment system is
from three to five times the annual rental (or price). Rental and price are only two of .
the several cost parameters, (i.e., only two of the accounts in the chart of accounts used
in typical cost accounting). Here is a typical list of such accounts, Which reflect the

-expenses incurred by a user in order to install and operate a programmable data-processing

system: Feasibility study, Site Preparation, Installation, Conversion, Parallel Test;
Price or Rental, Taxes, Insurance, Depreciation; Administration, Supplies, Housing Equip-
ment, Spare Parts, Equipment Maintenance, Operation, Power, Cooling; Programming Expenses--
Training, Programming, Coding, Compiling, Assembling, Testing, Maintaining, Documenting.



The annual cost of a system can easily be estimated from estimates of the values of
these cost parameters. Thus each user can compare competing machines by annual cost to
him., Since values of some cost parameters are unique to particular users, e.g., Program-
ming and Taxes, the ranking by annual cost of several systems by one user may differ from
the ranking of fhe same systems by another user.

The designer can thus try to influence.and reduce only those costs that are common to
all the users of his equipment system. Price or rental is one such item of expense; in-
creased reliability, should result in decreased maintenance expense and improved system
organization and order code may lead to reduced programming expense.

Effectiveness

Effectiveness--the hourly or weekly, or monthly, or annual production (work done)
divided by the hourly, weekly, or monthly, or annual cost to the user, is a popular figure
of merit for comparing and contrasting systems. The units of production may be the same
as the units of work in productivity, e. g., number of checks, number of equations of a
certain type, number of transactions, etc. The unit of cost is the dollar. Because of
the user-dependent productivity parameters and user-dependent cost parameters, different
users may assign different values of effectiveness to the same equipment system; for the
same reaseons, users might differ in their ranking by effectiveness, a set of competing
equipment systems. Clearly, a manufacturer might be hard put to it to design his equip-
ment system so that it would be at the top of the effectiveness list for every user.

Worth : .
What it is worth to a user to have and operate a system of a certain productivity,

or cost, or effectiveness is almost always unique to that user. A user may obtain both
tangible, measurable gains and intangible gains in other parts of his establishment that
he knows are there, but the magnitude of which, he is unable to predict because he does
-not know the functional relationships. For example, suppose that an on-line programmable
data-processing system would displace a certain number of persons. The tangible worth to
the user may easily be measured in ‘dollars, and a decision to install such a system may
depend on whether the worth, measured say in annual savings, exceeds the annual cost. In-
tangible benefits may include gains obtained because the system provides such things as
timely reports on budget performance, schedule performance, quality ﬁérformance, product
cost analysis, labor forecast, finance forecast, equipment utilization and labor distri-
bution charges, : '

&

Worth-Cost

The most comprehensive criterion for ranking programmable data-processing systems is the
worth-to-cost ratio (or difference) where presumably those systems with a worth-to-cost
ratio less than or equal to one, or whose worth minus cost is less than or equal to zero,
are unacceptable. Furthermore, the user who estimates the worth of the intangibles and
adds this estimate to the tangible worth (or subtracts it if it is of negative value) has
the optimum criterion for making a rational quantitative decision for selecting program-
mable data-processing systems.

CONCLUS ION

Memory size and access time, reliability, arithmetic speed, instruction repertoire,
channel capaéity, price and other such properties of data processing equipment systems
are misleading if used as a sole criterion for ranking these systems. Even more composite
parameters such as productivity, cost, and effectiveness may be misleading as figures of
merit. The worth-to-cost ratio (or difference), with intangible and tangible value in-
cluded in the worth, is the most comprehensive and valid figure of merit for the user of
a programmable data~processing system,

REFERENCES"

1. "A Figure of Merit for Evaluating A Control Computer System,"” Louis Fein.
Automatic Control, Vol, 12, May 1960, pp. 39-41.
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MEMORY CONSIDERATIONS FOR AN ON-LINE PROCESSOR

E. E. Barrett
ITT Federal lLaboratories
Nutley, N.J.

Summary

The advent of on-line or real time systems in which incoming
data flow cannot be regulated by the processing device greatly increases
the amount of storage space required for in<process data. Further compli-
cations arise because of such problems as different formats, codes, and
processing requirements for various groups of inputs and outputs,

Several methods of providing sufficient data storage are discussed.
These will include per line batching, multi-programming, and batching in
a central storage. A quantitative comparison of these methods is made
and the possible trade-offs between program time and hardware is discussed.

The use of overflow and permanent storage devices will also be
discussed. Possible methods of reducing or eliminating the need for this

storage will be covered.

A possible arrangement of a processor to provide the necessary
functions in a reliable, economical manner will be briefly discussed in

conclusion.

Introduction

In order to avoid confusion, it would be well to first define just
what an on-line system is. Although these systems may have an“infinite

variety of special requirements, they will all have the following characteristics:
e

1. A multiplicity of input lines which provide independent
- data for processing. These lines must normally be
served on demand and cannot be controlled by the central
device,

2. A multiplicity of output lines which return processed
results to the sub-stations or to display devices. These
outputs are normally under control of the processor.

3. A need to provide the necessary processing and results
in real-time. This time interval may range from seconds
or less in a control system, to minutes or even hours in
a routine bookkeeping application.

4., Processing routines which may range from a simple canned
response for a fixed number of queries, to an elaborate
data correlation routine for driving a real-time display.

In order to perform these tasks, a variety of storage functions must
be provided for. Each of these will now be discussed in turn. The types of

storage to be discussed are:

1. Program Storage 3. Permanent Data Storage

2. Temporary Data Storage 4. overflow Data Storage

11

Program Storage

o The program storage required for an on-line processor includes

e normal program sub-routines and reference tables. However. it is also
neces§ary to store many main programs instead of one or two. in an extreme
case it may be necessary to have a separate program for each input and
output device connected to the system. All of these progréms may be active
simultaneously on an interleaved basis. This’ requires that they be main-
tained in a quick access store such as a core memory. The operational pro-
gram storage requirements may range from 3,000 to 20,000 words depending on
the program complexity and the ingenuity of the programmer,

There is also a need to provide data input a
whic@ pick up or transmit data to and from the liﬁes o:dlgz:abS;;:¥§ rogﬁi:es
routiies are usually simple if all data is in a common code and form;t If
various codes or formats must be provided for, the storage for these r;utines
may become considerably larger. The use of indexing increments and the abil-

ity to handle partial words (i.e., chara
.e, cters) can grea -
gram storage requirements. ’ ) & £y reduce the pro

If an on-line system is to operate with a low down ti i

be necessary to provide an on-line maintenance program whic; ;t:ﬁidig ::i;
checklng.to quickly detect malfunctions. A set of off-line maintenance or
diagnostlc.programs to pin-point the trouble spot'can then be used to mini=-
mize the time to repair. To reduce the active storage requirements, these
programs may be stored in an inactive file (tape, disc, or drum) ané trans-
ferred to active storage only when needed. The on-line maintenance program
can be transferred to active storage a block at a time and interleaved sith
the operational programs being run.
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Temporary Data Storage 1 ‘ Overflow Storage
‘The amount of temporary data storage which is required must be ’ This type of storage is used as a back-up to the normal temporary
tailored to the individual system. It is & function of data rates, block . data storage which is provided, It is needed during peak load periods when
length, line utilization, and the amount of delay which can be tolerated the input traffic exceeds the processing or the output capabilities of the
in the system. The delay which can be tolerated also is the primary } system, It is also needed for badly skewed traffic distributions when a
consideration in determining the type of storage media to be used. few outputs are badly overloaded.

Overflow storage should provide semi-random access so that specific
items can be easily retrieved. It should provide one or two hours worth of
storage which may amount to from 2 million to 4 million characters. It, of
course, should be economical, and it must be cheaper than the normal data
storage media. :

The ideal storage media should allow for fast, random access, |
should be modularly expandable from 10,006 characters to 200,000 or more
racters, and should be inexpensive. No such media exists; and we must
§€:refore determine the best one for our system on a trade-off basis, A
multiplicity of storage media must be considered. Some examples are:

1. Flip-Flops
Eltp-Flops The following media, in increasing order of cost, may be

These are usually furnished as a per line buffer and : considered,
because of the cost are limited to a few characters.
The cost per character will range from $200 to $500. | 1. _Magnetic Tape
2. Core Memory | This is the cheapest form of overflow storage, particularly
. if tapes are used for permanent storage. Unfortunately, the
These may be furnished as a common storage unit or in poor access does not allow the ability to quickly retrieve
smaller units on a per line basis. Depending on the a specific item. It is usable only for a brute force over=
size the cost will range from $1.00 to $4.00 per char~ | flow approach.

acter. Sizes may range from 4,000 to 400,000 characters.

3. Magnetic Drum 2. Disc File

This would normally be used as a common storage unit v This is probably the best choice for overflow storage. It
with capacities of from 40,000 to 800,000 characters ‘ is relatively cheap storage, has more than adequate volume
per drum, Prices range from $0.15 to $0.40 per ‘ and good access time. In order to reduce the number of
character. Access times will generally range from ) ‘ ' accesses per unit time it may be necessary to utilize
25 to 200 milliseconds. ' ‘ relatively large blocks--300 characters or more.

4. Disc File ¢ 3. Drum

This too would normally be used as a common storage unit
with capacities of from 1 million to 10 million characters
per disc. The cost will range from one cent to 5 cents’
per character, Access times will range from 50 to 200
milliseconds,

The use of a drum for overflow allows the fastest access time
of any of the media considered. It is also by far the most
expensive. 1In order to provide the needed volume, several
drums will be required. The advantage of using drums is

that small blocks may be accumulated in the normal store for
quick transfer to the drum. The size of the normal data
store can therefore be reduced.

5. Maggatic Tape

For temporary storage purposes this is normally used on
a per line basis for high-speed inputs and outputs., It k, Elimination of Overflow Storage
is expensive, ranging from $15,000 to $30,000. The

storage capacity is about 1 million characters and the

If a method to smooth out the high traffic peaks can be found,

access time may range into minutes. the need for overflow storage can be eliminated entirely. An
v : easy solution is to refuse routine items from the originating
6. Paper Tape subscribers or stations during tHeseypeaks. Normally each
originator will have a local storage media. This storage may
This too would be furnished on a per line basis and be a hard copy of a messége’ a' perforated tape', a deck of
would be used for slow speed inputs and outputs. The cards, or a magnetic tape reel. In those few cases where
price will range from $5,000 to $10,000 per line. The storage is not available or where the originating item is

storage capacity will be about 100,000 characters and
the access time immaterial since bin storage is normally
used.

of high priority, service will, of course, be granted.
The refusal of such a routine item will not add aiy addi-
tional delay in handling the item since it would oMly be

In most present day systems the use of per line paper and magnetic Eiacedii:ioverf;ow :gorage when pi;?ediup.h Th: use of
tape storage devices has been discontinued. We are then left with a sysgtem he existing subscriber storage media is therefore a
which may use flip-flops, cores, drums, disc files, and centralized magnetic cheap, practical method of solving the overflow storage

tape units. . : » problem,
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Permanent Storage

Permanent storage of all information items passing through the
center is usually required in an on-line system. In some systems (i.e.,
communications) it is required by law and a file must be maintained for

six months,

In other cases it is required to retransmit items which are

later found to be in error and must be maintained in an active state for
up to 48 hours.

The media used for this storage function must be capable of
holding large volume., A single day's traffic may consist of 30 million
characters or more. It must have a low cost per character in order to
be economically feasible., 1In those systems which require dead storage
files, it must be transportable and capable of being shelf-stored for long

The most widely used media for this type of storage are listed

periods.
below,
1.
2.
30
i,

Rard Cogz

Printers may be obtained which will accept anything
from 10 to 1000 characters per second. They range in
price from $1000 to $30,000. This method will work for
limited storage periods with manual search used to re-
trieve items. It is not recommended for long term
storage unless it is backed up by a micro-film process,

Punched Cards

The speed and price of this media is similar to hard
copy. Retrieval of a specific item can be performed

by semi-automatic means. Long term storage will be
difficult due to the bulk unless a micro-film back-up
is used. One disadvantage of cards is that, unless the
items are short, each item will require more than one
card,

PaEer TaBe

Again the speed and price of this media is comparable

to that of hard copy. Semi-automatic retrieval can be
performed and there is no limitation on item length.

The only problem is bulk storage since no size reduction
can be obtained,

Magnetic Tape

Magnetic tape units may be obtained with speeds from 15,000
to 100,000 characters per second. Prices will range upwards
from $15,000. Retrieval of an item is simple and can be
done automatically on those tapes still in position. Long
term storage is reasonably bulky but not so bad as paper
tape.

A good choice for a combined overflow and permanent storage
media would be a magnetic tape system. The cost is minimal,
reliability is reasonably good, and the access time satis~
factory if first in - first out overflow is not required.

15

Temporary Storage - Per Line

The use of a temporary storage buffer for each input and output
line reduces the input-output load on the central data processor. The
amount of storage required depends on the capability of the processor
chosen and upon the processing needs of the system,

In order to get some quantitative figures of how the number of
instructions and the costs vary with the length of the buffer storage, it
is necessary to make some assumptions about the type of items handled by
the system. It will be assumed that all items are TS5 words or 300 char-
acters in length., It will also be assumed that the data processor contains
some sort of autbmatic interrupt or multi-sequence hardware so that it will
require only one instruction to perform a data transfer.

l. 1Item Length Store Per Line

It is entirely possible to store an entire item on a

per line basis. This has been done by using an individual
core memory per line or by time sharing a core memory over
a group of lines. It is also necessary to use some sort

of black box to convert the incoming bit stream to a parallel
character or word for use in the memory and to perform the
reverse function for outputs. If a simple word at a time
‘transfer is used between the per line storage and the pro-
cessor, it will require 75 instructions to transfer an item,
If an automatic block transfer is implemented this number
can be cut in half. The storage costs, if a shared memory
1s used, will range between $3,000 and $4,000 a line. This
includes the cost of the interface black box.

2. Word Length Store Per Line

The use of a single word buffer per input and output line
reduces the cost somewhat over the item buffer method without
greatly increasing the number of instructions required, The
per input line serial to parallel converter and its opposite
number per output line are still required. Since it will
require one instruction to input each word, a total of TS
instructions are required per item. Storage costs including
the converters will run about $2,500. Due to the small amount

of storage per line, a flip-flop register is probably the best
choice,

3. Character Length Store

If only a single character is to be stored for each input and
output, the use of an input serial to parallel converter and
an output parallel to serial converter plus associated timing
is all that is required. Flip-flop storage is normally used
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due to the small amount of storage. The average cost per
line will be about $1,500, but it will require 300 instructions
to input an item.

Bit Assembly

If the processor has a very high internal speed it is

possible to completely dispense with per line storage and
assemble the entire item into a central storage device. Only
a level converter per input line, and a flip-flop plus a level
converter per output line are required. If synchronous data
transmission is used the equivalent of four instructions per
character are required. This method then requires 1,200
instructions to transfer an item., If start-stop data trans-

- mission is used it will be necessary to repeatedly sample a

bit in order to establish synchronization. This requires
the time equivalent to 45 instructions per character or.
13,500 instructions per item. The chief advantage of such
an implementation is that the cost per line will only be
about $100.

The choice on which way to go depends on the capability of

the data processor used. If a slow or heavily loaded processor
is utilized in the system, it will probably be necessary to
provide at least a word of storage and perhaps an entire block,
If an extremely fast processor is available, the use of bit
assembly offers a considerable reduction in cost.

- 17

Temporary Storage -~ Central

The use of a word organized core memory as the centrally located
temporary store will be assumed. This type of memory is the only device

with the needed access time and storage volume which is economically feasible,

It is possible to permanently assign a block of storage within
this memory to each input and each output line. Because of the possibility
of a wait for processing, it is usually necessary to provide slightly more
than a single block per line. The complications which are added to the
control circuitry because of this partial block are so great, that it is
usually easier to provide two full blocks per line. If an incoming item
is longer than an assigned block, it must be assembled, block by block,
either in an overflow storage device or in another portion of the core
memory. When the item is completely assembled, it is processed and then
transferred to the appropriate output blocks for outward transmission.
With this approach, at least four storage blocks per duplexed line are
required. 1In addition some overflow storage is required for long items.

If blocks are assigned by the processor on the basis of need, a
substantial savings in overall memory size can be made. The number of
storage blocks required will be a function of the length of time an item
must be held in memory. This storage time (ts) is a function of: ‘

Input Holding Time (ti)
Output Holding Time (to)
Output Queue Time (tq)
Processing Time (tp)

Wait for Processing Time (tw)

If one assumes infinite sources a simple calculation can be made
for output queue time and processor waiting time. Actually, if more than
25 inputs are involved, only a small error is introduced by assuming infi-
nite sources, ' ‘

If an exponential distribution of item lengths is assumed, then

the output queue time (tq) is given by the following expression:

tq = to * po/l = po
where po is the output line usage factor.

If a constant distribution of prdtessing times is assumed then the
wait for processing time (tw) is given by the following expression:

tw = to/2 - up/l - up

Where up is the processor usage factor.
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For present day processors both the processing and the wait for | o
processing timz are smal{ compared to the input and output holding times. The calculations then lead to the follqw1ng.
The main factor in determining the storage requirements is the output queue | ti = to = 1 sec
time which varies with the output line usage. The following table shows ‘ £q - 1.5 sec
how (tq) varies with (po): tp = 40 millisec
. | tw = 360 millisec
Bo = |
‘ : The storage time (ts) then equals 3.9 seconds, and the characters
0.2 0.25 to J of storage required (Cs) equals 700 characters. This is the equivalent of
0.4 0.67 to 1 2.33 storage blocks per duplexed line which again compares favorably to the
0.6 i-s to - ‘ four blocks per line obtained using permanently allocated blocks.
0.8 .0 to
0.9 : : g-o to ‘ The method of assigning blocks offers several other advantages,
0.95 18.0 to ‘

The item remains in the same storage block during the input, processing,

v . . 1d be 1 ‘ and output functions. No internal data transfers are required, 1If an
For acceptable delays in any real time system, po shou e less ; item is longer than a block length, then several blocks may be strung

than 0.8 and preferably less than 0.6. | together to hold this item. Overflow is never required unless the utili-

. , : zation of the output lines is greater than the 0.6 figure assumed.
In order to get some numerical values for the amount of storage,

two sample.calculations will be made. One will consider a system of tele-
type speed lines and the other a system of data speed lines.

Teletype Example

Conclusions
Assume 1. 300 character blocks +
2. Line rate of 10 characters per second . | _
3. wo = 0.6 f If a per line storage device is used and this is coupled with
Lk, Processing = 2000 instructions ! permanently assigned central storage plus overflow, the data flow of
5 Instructions = 20 psec long Figure 1 results. Inherent in this system are 2 serial data transfers
6. up = 0.95 o and 6 parallel data transfers. Each transfer requires time, equipment,
& and adds to the possibility of error.
Then ti = to = 30 sec | 4 ) )
tq = k45 sec v ¢ ' This can be contrasted to the system shown in Figure 2 in which
tp = L4O millisec _ ‘ only 2 serial transfers are normally required with the addition of 2 parallel
tw = 360 millisec _ ; transfers during peak load periods. It is to be hoped that future systems
will follow this trend and utilize the high internal speeds currently avail-
‘ time (ts) then equals 105.4 sec. ' v ‘ able to reduce interface hardware and storage requirements. For example,
The storage time (| ) 1 105 a system utilizing bit assembly and subscriber overflow storage would re-
ters of storage required (Cs) is given by: quire only a main frame core memory plus some permanent storage memory.
The number of charac 8 1 ( This system would certainly be minimal in terms of hardware and cost and
Cs = ts - o - (line rate) ‘ would still perform the required functions of an on-line system.

4 A3
For this example Cs is equal to 635 characters per duplexed line
or 2.12 blocks per line. This compares favorably with the 4k blocks per duplexed
line required using the permanently allocated method.

Data Example

The same assumptiohs are made except that a line rate of 300 char-
acters per second is assumed.
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ON THE DEVELOPMENT OF A SUPERVISORY
SEQUENCING ROUTINE

Malcolm H. Gotterer
SUMMARY

This paper describes a self-scheduling routine which can be incorporated into the
supervisory system of a computer, The problem of scheduling a number of tasks on an
overloaded computer can be formulated as a linear programming problem and then solved by
means of the transportation method. Priorities for both jobs and customers, as well as
a non~linear loss function for late completion, form the basis of the model.

INTRODUCTION

The modern large scale computer system requires substantial investments of not only
funds but also of manpower. As such their effective use is of major concern to both
those who are responsible for the operation of the computer as well as those who depend
on it to provide them service. The final efficiency of the installation must, therefore,
be judged by the dual standards of service to uses as well as the operating effective-~
ness of the computer itself,

One of the problems faced in the operation of a computer center is that of schedul-
ing individual jobs on the machine, The problem is obvious in the case where the total
demands for service exceeds the available processing time. However, it should not be
ignored in cases where the servicing time exceeds total demands because the; timing of
these demands may result in overcapacity in some periods and overloads in others. In
either case it 1s essential to develop and adopt some set of decision rules for the
orderly sequencing of jobs on an overloaded computer to provide for its most effective
use. In this paper a model for accomplishing this objective 1is developed and the method
by which it can be made an integral part of the computer system is discussed, 4

THE SEQUENCING PROBLEM .

The sequencing problem discussed in this paper is that of processing a relatively
large number of jobs each of different, and unpredictable, length and originating from
different sources. This type of problem is frequently encountered in the commercial
computer service bureau, the university computer center, or a centralized computer
within a firm, see Fig. 1. This demand pattern precludes the possibility of using a
"prediction" or "one-ahead" method of scheduling, Prediction type scheduling can best
be used when the workload is stable and can be forecasted. The one-ahead procedures are
effective when the load is partially predictable. But when there is no basls for estab-
lishing in advance the nature of customer needs at any given time in the future sequenc-
ing must be in terms of actual orders, or demand scheduling.

One of the simplest methods of demand scheduling is that of first-come~-first-
served, Under this rule, each job is placed at the end of the line of all jobs awaiting
processing. Then, as the preceding jobs are completed, it moves up in the queue until
it 1s processed and returned to the customer. This procedure can be effective if the
center is dealing with a set of customers who are of equal importance to the center and
to the parent organization. A further requirement is that the jobs requiring processing
be of equal importance.

It is frequently found that the conditions for the success of the first-come~first-
served system of scheduling are not met. Some customers enjoy higher status because of
their organizational position, the nature of the work they are doing, or some other
reason. Similarly, not all jobs are of equal importance either. Combining these two
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factors may lead to a situation in which a person with high status has a. job which can
be delayed while a person with low status presents a job that requires early processing.
Under these conditions a logical modification to the firgt-come-~first-served rule is

to assign priorities to customers or projects, and then to establish two or more queues,
each representing a different level of priority. Jobs in the highest priority queue are
then completed before those in the queue with the next lower priority are started, each
queue in turn being exhdusted before beginning on the next, This method of scheduling

can, however, create some major problems and these in turn may lead to considerable
dissatisfaction on the part of the users.

One source of such dissatisfaction arises when a job with a high priority takes
a long time, perhaps two weeks, to be processed, while a number of low priority jobs,
requiring only a few minutes of computer time to complete, must wait. Another source
of difficulty arises from the actual timing of job arrivals. Take, for example, a job
with low priority has waited some time for all higher priority projects to be completed.
Just as it is about to be processed itself, suppose that yet another high priority
demand is made. Under the modified first-come-first-served decision rules, the new
task is processed immediately and the waiting job is delayed still further. It must,
therefore, be recognized that jobs frequently have a time value as well as customer
and job priorities. Therefore, it may be desirable for the newer high priority jobs
not to receive processing immediately. Instead it may be to the benefit of the organ~-
ization if some, or all, of the older low priority jobs are processed first., Since the
first-come~-first-served scheduling procedure with priority queues does not take the
time value of a demand into account, we must conclude that it is not satisfactory for

~scheduling a computer,

It 1s possible to further elaborate the decision rules of a first-come-first-
served scheduling procedure with priority queues to take into account the length of
time the job has been waiting. But as such elaboration takes place the system becomes
more difficult to administer. Therefore, another approach to the sequencing problem
must be sought. The general model described below seeks to minimize the total loss,
or '"cost," to the computer center of failure to complete all jobs by the time requested
by the customers. This model can be incorporated into the executive, or monitor, system
on the computer itself and thus provide a fully automatic self-scheduling system,

THE EFFECT OF LATENESS

Whenever a job is not completed by the time requested by the customer, we can
agsume that the customer will become dissatisfied, Short periods of delay should
result in little discontent but as the delay increases, we can expect the dissatisfac-
tion to increase rapidly. This dissatisfaction can then be approximated by a quadratic
loss function, Fig. 2, having the form:

k

k m

. Li=(ag-dp)" ;a4 @
where LE = the logss for completing job 1, for customer k, in time perfod a,

a, = actual time of completion of job i,

[N
n

{ deadline, or time requested by the customer for job 1,

loss exponent for customer k

In some instances the early completion of a job may result in increase satisfaction
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to the customer. This then is the equivalent of a negative loss, or gain in good will
to the computer center. Any such gain will, however, be bounded since the customer has
himself specified the deadline for the completion of the job. This negative loss function
is then: '
mK
Ly = —(d; - a;) ; where diJ> a, (2)

The objective of the scheduling system would then be:

n
min z Llic 3
i,k

PRIORITIES

Priorities provide a means by which it is possible to "weight" the relative
importance of customers and jobs. As pointed out earlier, scheduling by priority classi-

- fications alome will not be satisfactory. Nevertheless, priorities do play an important

role within the scheduling problem, and should be incorporated into the model.

Customer Priorities

It is generally true that not all customers are of equal importance to the organ-
ization. Certain customers may be assigned a higher priority than others by considering
the status of the individual, organizationally or professionally. It then becomes possible
to array the importance of the customers such that:

el >e?22 e3>

cse00 © %000 —mn

2 ck> > cn (4)
where
ck = an index of the relative importance of customer k
The relative values assigned to c are called the customer priority. Since some
people may expect to receive preferential treatment, and the organization may wamt them

to be treated in this manner, the effect of customer priorities is to increase the loss
for the late delivery of a job. The loss function in Equation (1) 1is modified:

k
k _ - m k
Li = (ai di) +c (5)

Some customer may be of such low status, or may be working in an area which is of
such little importance to the organization, that it might be desirable to provide service
to them only after all others have been served. As shown earlier, however, delaying such
jobs until all others have been processed may produce too much dissatisfaction. This can
be reflected in the model by assigning a’negative customer priority, -c—, to such persons.
This has the effect of delaying the completion of these jobs.

Job Priorities

It can also be argued that not every job of each customer is of equal importance.
Some jobs will be more important than others, independent of the priority status of the
customer. Thus a high priority customer can have both important (high priority) and
unimportant (low priority) jobs; similarly for a customer of low priority. The jobs of
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any one customer can then be ranked as follows:

k ky Lk k .
> 35 >,...._>_Ji£.””2-3 (6)

k
11= 1= 3= n

where

.k
J{ = the relative importance of job i to customer k

Job priorities can be incorporated into the model by adjustments 19 the deadline
for completing (d A high priority job can be assigned a deadline (dj) which is

)‘
_earlier than the %ime requested by the customer himself, which would have been d;.
The loss function then becomes:

k /mk K

Pi (ai- di) + c ) ) 7
’ ’ /

It should be noted that, since di<:di’ then (ai-di)m;> <ai-di)m

k , Ve
or Li > L?. For very unimportant jobs we may assign di such that for any aj, there

exists a di, such that di,—P a; and therefore Llic—> 0. This is then the equivalent of

a ''stand'by" job, i.e., one which is to run only if the computer would otherwise be
idle,

CUSTOMER BEHAVIOR

Certain rules and regulations are necessary in the operation of a computer center,
These frequently result from the nature of the executive routines that control the
system as well as from economic and managerial considerations. Deviations from these
established norms may result in lost computer time or increased costs of operation.

Computer customers should therefore be encouraged to abide by all exisiting regu-
lations, and should be penalized for any failure to do so. One method of doing this
is to adjust the loss exponent, m, of the general loss function. If the value of m
is decreased for continued violation of the established rules, the loss resulting
from late completion of a customer's job will be reduced. Likewise, as m increases,
indicating compliance with the regulations the loss from not completing a job by the
time it was requested will be increased. Expressed In terms of the model, this means

’
that if ml:'f( mlf then (ai-di)m e (aj_-tzli)In , resulting in L1f< Lik.

The specific factors Influencing the evaluation of the loss exponent m for any
customer will vary comsiderably from one computer center to another, The customer's
behavior relative to the norm will have to be measured and standards developed. In
general form this will be:

m = f(rl, rz,ooao, ri’°0-” rn) (8)

where

r,= a measure of the customer's deviation from the norm on rule {1,
Some of the factors that might typically be included in the calculation of m are:
1. Poor estimation of running time.

2. Errors in programming.
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3. The use of inefficient input or output mechanisms,

4. Taking excessive dumps. | Job Time Period - Total time
: i Number{ 1 2] ceciceo] 3 Joevcoevccnsa. n Periods
An integral part of any operating system will necessarily be a means to calculate ’ A ' Required
the loss exponent, m., It should be noted that in the case of early completion of a job,
il.e, di< a4, the loss exponent must be less than zero so as to-provide the bounded \ 1 X X X X t
condition on the negative loss discussed earlier., Therefore there will be two values 11 12 1] 1n 1
for the loss exponent m and m”, m> 0 for late deliveries and m’¢ 0 for those instances
in which the job 1s completed before the time specified by the customer. 2
) . . . ’ : X X X, . X t
. 21 22 251 - 2n 2

In the calculation of the loss exponents the frequency and timing of the customer's
deviation from the center's norms will be important. The user who deviates once, but | e
then complies with the rules, should not be given as low a value of m as the person who
continuously engages in poor work habits. Therefore a device for welighting recent
experiences more heavily or for calculating trends in experiences of the customer will
be desirable. This will permit the loss exponents to change as the behavior of the § 1

customer changes, One means of obtaining this weighting is, of course, by use of an ‘ xil Xiz _ Xij ' Xin _ ti
exponential weighting formulation such as: :
n n : n-1 i -
Vi =1, Ri<+ (1-L) (Vi' ) 9 ? °
where:
' ! m KX X 1X . X t
V? = customers deviation factor for rule i in period n ‘ ml m2 mj mn m
L = welghting factor S : : 1 1 1 1
R; = customers actuai observed deviation from rule i in period N %
The final behavior factor for each customer can then be a welghted average of ; :EZ Xij = ti v '. (11)
each individual V,. Or: ' . | J - | |
: v , . _ ; X,,~1 12
" ‘; by vy e (10) | ; 13 | . : (12}
where: ’ ' 5 = EE t N
Sip =1 (11) | n r * (13)
i :
| | | m n
THE GENERAL MODEL v : E XiJ Lij = minimum ‘ (14)
This scheduling model can be formulated as a transportation problem, somewhat 4 =1 j=1
along the lines suggested by Danzig, (3) and can then be solved by any one of the several ! ’
established algorithms (2) (4). The objective of the final schedule is to minimize the | where:
total cost of lateness. The array would be: : 4 :
‘ ‘ Xij = time units assigned to job i in period j.

rr
[l

time units required for job 1.

Lij = loss associated with job 1 being processed at time 3.

=]
0

number of time units being considered.

It will be noted that the entries in the array will be either 0 or 1. A one
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indicating that that particular job has been scheduled to be run at that time, while
a zero indicates it has not been so scheduled. The effect of Equation (1l) is to
insure that the proper number of time units has been assigned to each job. Equation
(12) insures that only one job has been  scheduled for any time unit. All time on the
computer is allocated to specific jobs (although there may be. idleness) by means of
Equation (13). Finally, the objective is represented by Equation (14),

The cost, or loss, tableau is:

Job time

Number 1 2 L 2 N J j ® &0 5 00808 GAGENOees m
1 Lll L12 a e @ Llj ’ e o » o o o. LI . L].n
2 Ly | Lo Lo Lon

L e e | e e e e o ' L
1 Ly | B2 | Ly : : in

L
n Lml Lm2 Lmj N mn

Since the transportation model will assign time for the performance of eath job,
a loss function must be assigned for each period of processing. This means then that
the total loss for a job will be dependent, not on the final time of delivery, but
rather on the time intervals during which it is processed, We then have to adjust the

loss function so that jzsj :
k
m i
= - d +c if d (16)
L (py ) iy, H Pi> i

m .
—»(di - pi) + cy3 if di>pi

AUTOMATING THE MODEL

An esgential feature of the model developed above 1is that it can be automated, 5,
and made an integral part of the computer supervisory.system. The function of the
supervisor is to provide for the progress of problems through the computer with the
minimum possible delay., Therefore the supervisor would be made up of the scheduling
subsection, an accounting subsection, as well as the overall control routines, 6.

-
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This discussion will deal exclusively with the application of the model to multi-
computer installations, Fig. 3, 4. This type of computer center is characterized by
one, or more, smaller computers working in conjunction with a larger unit. The smaller
processors serving as input and output devices for the larger computer as well as ,
carrying out other computations as directed either in conjunction with the other compu~
ter or independently. °‘The I/0 computer will be referred to as the scheduler and the
larger main processer being scheduled will be called the computer.

The sequencing routine, Fig. 5, uses a combination of the scheduler and computer
to accomplish its objectives., When a customer presents a job it is read into the
scheduler. The customer's file, stored permanently in the scheduler, is then interro-
gated to determine the customer and job priority as well as the current value of the
loss exponent, Part of the job input data would be, of course, the expected running
time, deadline, and other such information required by the scheduler. The loss to be
incurred for late delivery can then be calculated by time periods. The schedule matrix
is then adjusted by adding the new job as a row and as many new columns as are necessary
to provide enough time periods to process all the jobs currently waiting for service.
Using the transportation algorithm the optimal schedule is obtained. The sequence in
which the jobs are to be processed together with estimates of when each will be started.
and completed can now be printed out for use by the administrators of the computer
center, :

The nexttask of the scheduler is to prepare the jobs for use by the computer.
If magnetic tape units are ‘used this can be accomplished by either one of two methods.
First, a new input tape can be prepared with the jobs in proper sequence, Second, a
table can be developed listing the jobs in sequence together with thelr storage location,
at the same time prepositioning the tape so that it is ready to supply the computer
with the proper file when requested. The second method is, of course, superior because
it eliminates the need to rewrite input tapes, But even when using the second method
it may be necessary to move from one end of a tape to the other end to locate the
proper file, a time consuming task. If a random-accessdavice is available this
problem is greatly simplified. Once again a table containing the jobs in order of.
processing and their location is required. But the time consuming task of rewriting
or pre-positioning tapes can be eliminated. Instead it is possible, of course, to go
directly to the location of the next job in the random-access unit. For this reason
a random-access device provides faster service to the computer and reduces the possi-
bility of delaying the activities of the computer.

Obviously this scheduling routine requires processing time which is of value even
on a smaller computer. The need for this expenditure has been noted by Newell, "The
wastage from a half-second human tending a microsecond machine is forcing the develop-
ment of supervisory routines and interrupt systems that will eventually eliminate the
operator." 7. We feel, therefore, that the expenditure of this time must be made in
order to assure the overall effectiveness of the utilization of the system, A more
pertinent guestion is to what extent will the scheduling routine itself delay the
operation of the computer,

The problem of conflict between the scheduler and the computer is of significance
for two reasons. First, the purpose of the scheduler is to facilitate the operation
of this computer. If it instead interferes there is reason to doubt its effectiveness.
Second, the value of time on a modern large scale computer is extremely high when
considered from either the point of view of direct cost of operation or opportunity
costs, Therefore interference must be minimuzed. Fortunately, the problem can be
eliminated by including suitable controls in the scheduler.
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Ordinarily it is expected that the scheduler will complete its operation while
the computer 1s processing a job, Case A, Fig, 6. If the computer completes its
current job before the scheduler has arranged the new input then the next job as
originally scheduled is read in by the computer and a new schedule is calculated,
Case B, Fig. 6. Ity 1s only in Case C, Fig. 6, that a conflict is encountered. In
this case the compéter will attempt to read in the next job while the scheduler is
preparing the input tape or table, By preserving the original schedule Case C can
be converted to a modified form of Case B, When the computer calls for the next job
it would get it, as before, from the original schedule. The scheduler would then stop
preparing the new schedule and recalculate it as in Case B, This is Case C', Fig. 6.
Therefore the problem of interference between the scheduler and the computer can be
eliminated, '

CONCLUSION

The scheduling system suggested in this paper would appear to offer a number of
advantages in the actual operation of a computer center, Since the scheduling would
be done automatically anyone dissatisfied with the service they have been receiving:
can attribute it to either the lack of adequate facilities, theilr personal priorities
or their adherence to the center's rules. Therefore any discontent on this score
would become an issue to be settled by someone much higher than scheduling clerks or
computer operating personnel. As was seen, however, even those with high priorities
will not necessarily get their jobs processed immediately; instead there will be a
more equitable use of the computer among those who need its services. The system will
require the investment of computer time but it 1s felt that the result will be to
provide a more efficient ‘total operation of the computer center. Further development

of this model and operating system will eventually result in the elimination of computer

operating personnel.
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COMPUTER POWER AS A PUBLIC UTILITY -

AN EVALUATION
BY

R. S. STEIN

- Summary

Computer power utilities have been discussed
for at least five years as the next logical step
in electronic data processing. Recent developments
in computer hardware and communications facilities

" indicate that implementation of the idea may now

be feasible. In this paper, specific aspects of
computer power utilities are evaluated. These
aspects Include communications requirements,
engineering, pricing, applications, and sources

, of supply. 4&n analogy is drawn between the pos-

sible development of computer power utilities and
the history of electric power utilities, '

Computgrs,.Computer.waer, Public Utility, Data Processing,
Commnications, Engineering, Pricing, Sources of _Supply,
Programming

Time-Sharing, Computer Service Bureaus,
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For several years, a recurring question has been asked by
thoughtful men in the computer industry: "Can electronic data
processing be made available to mass consumers as a public util-
ity?" Who first conceived this idea is not recorded; it may
have come to several minds at much the same time for the concept
is reasonable and timely in the light of evolutionary trends in
other public services. In particular, an analogy has been seen
between the computer industry and the electric power industry.
Electric power was first supplied to a small number of customers
in an isolated, localized area, and the cost was necessarily
high. Only after years of development and expansion did the
service of supplying the generation and distribution of electric
power to customers become a public utility, with costs lowered
to a level that mass consumers could pay. Does electronic data
processing possess the same potentialities to the extent of
becoming a -"computer power" utility? Developments -in data
processing techniques and in both communications .and switching
facilities would appear to make an affirmative answer possible
at the present time. '

The phrase "computer power"™ is a new one, but it is apt.
Computing systems have a power that is uniquely their own.
They have the power to exercise control, originate new trans-
actions, organize conceptions, regulate principles, make N
decislons, and store and retrieve all manner of information,
But can computer power become a public utility?

A short time ago, the public utility approach to wide-
spread computer usage could be discussed only theoretically
because of the state of hardware development and the high cost
of handling large quantities of data. . Now the situation has
changed. In hardware, the requirements for computers with both
real-time capabilities and large mass storage capacities are
being met. Low cost media for transmitting data have become
available, and methods are being developed for the efficient
use of high-volume low-cost communications facilities that have
versatile, on~line, remote, peripheral devices needed for the
customer's use. Automatic switching of communications facil-
ities have made this on-line use possible. Low-cost, high-speed
transmission channels can now bring the benefits of electronic

- - e

ary, is a
the greatest number." By this definition, computing systems are
already a form of "utility" within themselves. They share time
‘among their units and their power is used to satisfy the greatest
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data processing techniques to every “individual, business or
agency.

Alan O. Mann* has outlined points of similarity between
existent public utilities and the proposed computer power util-
ity. In his analysis, the following points are particularly
significant:

l. Low rate of capital turnover.

2. Large proportion of relatively fixed costs.

3. Variable demands for service throughout the day, week
and month.

4. Low utilization relative to rated capacity.
5. Need for reserve capacity.

6. Lower unit costs for larger equipments.

7. Large capital outlay that limits competition.

8. Similarity of early efforts in utility field to SPAN
and service bureaus.

9. Ability to save through jointly produced services.
10. Business already large part rental.

11. Continuing trend toward simplifying closing the loop for
service data acquisition.

12. Historical similarities in mergers and acquisitions.

Time~Sharing in Computing Systems and Public Utilities

A "utllity", according to Webster's New Collegiate Diction-
"power to satisfy human needs...the greatest good of

*¥Mann, Alan O. "Computer Power: A Public Utility?" Computers

and Automation, April, 1959, vol. 8 - No. 4, pp. l1-16.
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<good of the greatest number of units. Operating time is shared

by the peripheral units used in a computing application: punched
card, magnetic tape, printers, plotters, et al. Because some of
the peripheral units are slower than others, buffers are included
in the fast ones to store data until output from the slow units
can catch up and get their data into the central processor. Fur-
thermore, sequential signals in the central processor can initiate
simultaneous operations in various peripheral units. Because a
program is set up at the outset, the processing of data and all
operations of the central processor and peripheral equipment are
accomplished smoothly, swiftly, and accurately. The shared-time
concept that is characteristic of today's computing systems is a
forerunner of the shared-time concept for the greatest good of
the greatest number of customers that would characterize a com-
puter power public utility.

Immediate Problems

A major premise may be agreed upon:.  that it is possible to
supply computer power to anyone who has need for 1) computations;
2) data manipulation such as sorting, merging, collating, or
f;ling; 3) reports and their correlated visual aids such as
graphs or charts; and 4) all manner of decision making in
management. A minor premise is now possible that communication
facilities exist to bring this computer power from a central
processing station directly to the user whether he is in an
office, factory, or home - providing, of course, that he has
access to the high-speed communications lines of common carriers
and the communications switching terminals that are necessary.

The logical conclusion from the above stated .premises. should
be that all potentialities now exist for the inception of a com-
puter power utility of wide usefulness. But does availability
mean that the public is ready today to absorb computing power as
a common utility, and that the computer industry is ready to

"change its entrenched practices? What are the factors to be con-

sidered in determining the support which such an enterprise could
expect? What sectors of our economy would find this service most
useful? How widespread would its acceptance be? What obstacles
would have to be overcome? What are the advantages and disad-
vantages for the user? What are the benefits accruing to computer
manufacturers and computer service bureaus from provision of such
a service? What new resources would be required? What organized
groups would engage in this business? These are questions that
must be answered before plans can be made for so radical a change
in industrial practice. ' '
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Computer Service Bureaus

One way to analyze the need and possible acceptance for a
computer power utility would be to look at the growth of com-
puter service bureaus. The expansion of computing centers has
been spectacular; their present annual sales volume is estimated
at over $50 million. Centers run by computer manufacturers and
by groups that rent or buy their equipment have grown in about
equal proportions They have been most successful in offering
data processing and programming services to a large number of
customers, from both small and large firms. As reported by a
news agency*, "the jobs being handled range from the dullest
routine...keeping track of inventory, issuing paychecks - to
bizarre problem-solving situations such as finding the best for-
mula for blending perfume or analyzing Rorschach ink blots for
psychologists."”

The success of computer service bureaus has led to the
formation of cooperative computing services within specialized
groups, such as banks and stock brokerage houses. For example,
the First National Bank of Chicago has set up an electronic data
p;ocessing system for its correspondent banks, and the Mellon
Bank.of Pittsburgh plans to provide electronic data processing
services for the 400 banks in its area.** Reports indicate that
more and more small banks are pooling their resources to provide
cooperative service bureaus*** both to serve their own needs and
the accounting needs of customers for such applications as pay-
roll preparation. Stock brokerage houses in increasing numbers
are also linking together their branches by electronic data
processing services. For example, several San Francisco stock
brokerage firms are linked to a network of computers and are
thereby able to obtain stock prices and other securities data
almost immediately after the transactions occur in Wall Street.
New York and Philadelphia brokerage houses have set up a network
that now links or is planned to link more than 12 major cities
over permanently hooked-up dataphone lines which carry data to
stations from a master computing system. This latter network is
so designed as to make possible an eventual network that will

¥Wall Street Journal, Sept. 5, 1961, vol. XLI No. 226, "Computers
for Hire.," ‘

¥%*Data Processing Digest, March, 1962, p. 15.

*%*¥Data Processing Digest, April, 1962, "So You Want to Automate,"
by John J. Feldman.
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embrace every financial center in the United States and Canada,
with a possible extension to European capitals.*

The previously-cited reports and an increasing number of
similar reports indicate an evolutionary trend toward combining
and consolidating data processing facilities. This trend might
take one of several alternative paths toward culmination but one
end might well be regional computer power utilities. The means
are at hand, At least one computer data processing service firm
that handles general rather than specialized accounts is already
probing the use of microwave or telephone links to connect an
international electronic data processing service organization’
with centers in the United States and European capitals.**

The growth of service centers is noteworthy but so is the
direction in which they are growing and the type of business
they are seeking. 1Initially computer service bureaus provided
one-shot, customized service for large users. Repeat business
grew, and as programs were developed and center personnel ac-
quired reputations in certain areas, customers brought in prob-
lems which could take advantage of past programs, thus reducing
program preparation charges. Now, many centers are aggressively
seeking to sell standard packages of computer-based service.
Selling standard packages to many small users is a natural ex-
tension of present computer center operations, but the practice
does not and cannot go far enough to cover all potential users
of computer power.

Although present~day computing centers are a notable step
forward in the evolution of computer power, the increasing data
processing demands of the public and the high mortality rate
among the non-manufacturing centers appear to indicate that com-
puter bureaus are not the final answer to public needs. The® use
of centers is limited because costs, although lower than those
for individual computer installations in a single company, are
still higher than the vast majority of small firms can pavye
Moreover, service bureaus presently lack adequate communication
facilities between the center and the user; they cannot offer in
a single center the variety of equipment needed to handle the
widest possible spectrum of applications; and each center or

*EDP Weekly, June 1, 1962, pp. 6~7.

*¥*¥"How An Industry Grows Up," an account of developmental aspects
of C~E-I-R (Corporation for Economic and Industrial Research),
Electronic News, July 24, 1961.
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group of centers must have heavy initial capitalization to carry
it while it awaits accounts.

, Implementation of the computer utility concept would solve
many of the problems now unsolvable in service bureaus. Further-
more, it would make computer power readily available to all po-
tential users.

The Small Computer

Several manufacturing firms have been attempting to widen
the computer market by offering small, low~priced machines. At
present, no one has been able to produce a general~purpose digi-
tal computer that can be rented much under $750 a month. Even
if the computer industry could offer a machine for $500 a month,
the cost would still be beyond the financial means of the large
majority of small business firms and far beyond the means of the
average individual who now must spend tedious hours in the man-
ipulation of data or in seeking answers to his problems. And
even if it were financially acceptable, a small computer is not
capable of providing adequate service for the many applications
that all individuals or small business men and scientific re-
searchers might require. The small customer, too, can rarely
afford the cost of programming operations peculiar to his indiv-
idual business, and must perforce limit his computer usage to
standardized applications.

Implementation of the Computer Utility Concept

Under the computer utility concept, even the smallest
requirements for data processing may be met, and program costs
would be shared by many. The customer would have direct access
to large-scale systems and to his own data storage without inter-
vening paper work or tabulating. How would the utility operate?
A communications device would be placed in the customer's home
or office and tied to the computing system via common carrier
facilities such as telegraph or telephone lines. The communi-
cation devices would have storage facilities so that communi-
cating with the computing system might take place either at
preset 1ntervals'or at the user's convenience. Communication
at preset intervals would minimize line costs and computer
interrupts in the lowest class of service. Use at convenience
or for real-time applications would be offered in the higher
classes of service.

Thus, thréugh a versatile, remote input-outpﬁt device, the
customer ‘would have access to whatever amount of computer power
and_peripheral devices his particular application might require -
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all at a cost considerably lower than could be expected for any
comparable, installed computer system.

Privacy of Data

In early stages of development for a computer power util=-
ity, each localized inquiry-response device would carry its own
ldentification code so that requests for information could be
verified in accordance with customer specifications. Thus data
could be segregated to different remote devices at a customer's
location as well as between customers. This approach is similar
to the methods used to separate departmental information within
a single-company installation. It is also similar to the methods
used by banks which band together to process their data but seg-
regate the transactions of the individual banks.

Applications

The selection of applications admittedly presents a problem.
Those applications which are easiest to standardize would be most
beneficial from the standpoint of the computer utility. This is
especially true during the initial stages of the utility's devel-
opment because many users must be added without incurring high
setup and programming costs. Many subscribers would desire to
have those applicaticns handled which require real-time process-
ing or could benefit from the joining of remote points. Are the
goals of a computer power utility and user incompatible? Prob-
ably not. Standard package programs have already been developed
in various application or industry areas as diversified as simu-
lation, scheduling, and report writing.

Billing, customer, and revenue accounting aré among the
most widespread applications because they are necessary facets
of all business that is not cash and carry, whether the primary
function of the business is trade, manufacturing, or service.
For example, consider a drug manufacturer with a single produc-
tion facility selling directly to wholesale and retail outlets
from 50 sales offices and supplying their needs from five ware-
houses throughout the country. Using the computer utility
service as a nerve center, with an inquiry-response device at
each of the various locations and at the home office, this user
can streamline the bulk of his order-shipping-billing operations
to offer the customer shipping within hours instead of days in
addition to having all the required paper work rapidly produced
at the point where it is needed.

A rejoinder may be made that so large a company as the one
Just cited can use a real-time computer system on its own premises.

41

It could. But how about the same type of concern with two
offices and a single warehouse? Small firms face many of the
same data processing and communication problems as do the large
firms but without the chance to automate and solve them ade-
quately. By utilizing centralized computer power the little
businesses will not be penalized simply because they are little.
They could be provided a complete "package service" with a pro-
gram for all required calculations from entrance of sales order
to billing, inventory control, and sales analysis with the addi-
tion of up-to-the-minute customer records. Far more small com-
panies exist than large ones and even the large companies were
once smaller., Furthermore, more individuals than firms exist
that may need data processing or information retrieval.

It is true that computer manufacturers are attempting to
meet the needs of the small businessman. Presently available
are recording and reporting devices for collecting and trans-
mitting information, but they are all off-line devices and the
term "off-line" implies delay. They fall short of a total system
concept that is necessary for effectively running a business.
Inventory and other records are only available after a delay -
wh}ch ties the system to cycle processing.

Under the computer power system both input and output could
be on line. Men would not be needed to check inventory in the
period between computer runs. There would be no delay in order-
ing and processing of orders because no paper would have to be
transmitted.

No breakthroughs would be required in technology to imple-
ment this program. Even the cost of telephone-line equ1pment
is presently low enough to facilitate general usage.

Programming and Service

Obviously a new set of programs cannot be developed for
each customer when there are millions of customers. Standard
packages must be designed and receive customer acceptance; they
must be carefully concelved to meet nearly all possible customer
needs and must be precisely programmed for efficient computer
usage, Because all desirable applications could not be packaged
and implemented at once, another question arises: Where 1s the
line to be drawn between diversity of packages available and the
size of the geographical area covered by a computer utility op-
erations station? This question can be answered only after com-
puter power 1s available to the public, and the needs of users
are evaluated. Certainly, programmers will have to devise new
techniques for producing software systems of greater diversity
than envisioned today.
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Certain types of applications would be most amenable to
handling on the basis of a large geographical area. These appli=-
cations are generally information storage and retrieval, such as
medical diagnostic aid, legal search, or technical information
storage and retrieval for a specific industry or centralized in-
formation bureau like a credit bureau. It is possible that each
major center could specialize in one of these areas in addition
to servicing customers with the previously mentioned applications
packages. Then each of the centers would act as a switching cen-
ter in handling requests for the main stations in their local
areas. The number and location of the centers would depend upon
the availability and cost of the communication line service.

The specialized service of the information retrieval type
should not be overlooked. It is a high level of service which
can be performed for customers especially when the information
furnished was not provided initially by the client. Perhaps the
only higher level would be providing needed information to users
when they had not even requested it. Naturally as each succes-
sive level is reached, a higher level of customer service is
achleved for which the user would be expected to pay a higher
charge.

Before leaving this subject it would be well to mention one
particular area of the information storage and retrieval type
believed to possess tremendous potential service to humanity.
This 1s the field of medical diagnostic assistance which is now
being undertaken by several computer groups. Although this work
has been mainly experimental, practical programs are resulting.
The value of information storage and retrieval operations is
particularly enhanced and made more economically feasible by
acquiring a large subscriber list to spread the c8sts of accum-
ulating information and of the extensive mass storage facilities
required. ¢

Manufacturing Reguirements

The production rate of computers and standard peripheral
equipment would necessarily have to be increased, at first slowly
as regional computer power stations opened, then rapidly as they
expanded, and finally slowing down to provide replacements and
more efficient equipment. Special peripheral devices would re-
quire modification at intervals and new peripheral units would
have to be developed; manufacturing would change periodically
because of the modifications.

Computer power utilities would not necessarily require ?t
the outset any different types of central processors than exist
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today. But quantity manufacture would have to be stepped up,
with attendant problems of retooling and plant expansion. Com-
munications devices that connect to common carrier lines already
exist in the designs of several manufacturers and only need
development and mass production.

Engineering Considerations

As is true in the case of manufacturing, the effect on com-
puter engineering would be slight. The necessary equipment is
already designed dand ready for development. The computer utility
program can help underwrite the development costs of equipment it
would use by spreading these costs over a greater number of units.

As already indicated, the development of new, more powerful
systems also becomes more likely because of the need to use the
most economical source of computer power just as an electric
utility must obtain the most efficient power-generating plants.
Another engineering consideration is the necessity that future
large-scale systems be designed for direct hookup to large cen-
tral processors.

Customer Engineering

Extensive service should not be necessary on peripheral
equipment at a remote customer site. The equipment would be
designed in a modular fashion so that the serviceman could
easily replace a module.

Pricing Considerations

The pricing structure for computer utility power must place
a premium on real~time or immediate-demand service so that it
may be balanced by more moderately priced semi-real time service
and even less demanding and cheaper, extended-time limit or over-
night service.

Pricing policy for computer service should probably be on
the basis of a minimum charge which varies according to class
of service desired plus additional charges for services above
those covered by the minimum charge. This policy represents a
pricing approach closely akin to that of electric utilities,
as it obviously should, so that the computer usage curve can
be leveled out and the maximum computer power requirements
reduced. Extended-time and off-peak service rates can be econ-
omically justified. :

No attempt has been made to define the units of usage for
measurement purposes. Usage time, by ltself, is not the whole



-.answer because this will vary according to type of computer system
which is employed and will also be affected by the extent of the
system (i.e., 10 tapes for sorting vs. 6 tapes, etc.) used at a
given time. However, usage time may be the most feasible method,
if the utility concept is to be followed in its fullest sense.

In addition to a central computer usage-time charge, it would be

necessary to add certain extras such as portions of on-line mass

storage units reserved for the sole use of a customer (disc stor-
age for real-time inventory control, etc.).

The following table lists some of the more commonvpa?kagéd ;
applications that might be offered by a computer power utility.
Admittedly, the applications are not all-inclusive for any of

4l |

the listed customers; they are merely suggestive of many that

may be offered.,

" Customer

Aircraft & Aerospace
firms and agencies

Airlines
- Banks

Brokers

Chemists & other scientists
Civil Engineers

Department stores

Doctors

Hospitals

Insurance companies
Lawyers

Management Consultants &
all business management

Message centers

Applications

Research and development computa- i
tions

Reservations systems, accounting,
payroll ‘ -

Accounting, payroll, balance ver-
ification

Stock & security prices on immed-
jate demand, billing, accounts
receivable

Scientific computations, informa-
tion retrieval N

Computations for traverse, cut-
and-fill, etc.

Billing, accounts receivable, ®in-
ventory, payroll, transportation
routings ’ _

Accounting, billing, diagnostic
aid, payroll

Accounting, diagnostic aid, analysi
of patients' records -

Accounting, information storage and
retrieval

Information storage and retrieval

Report generation

Centralized services
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Customer (Contd.) Applications (Contd.)

Accounting, payroll, centralized
RR car information, replacement
problems

Multiple listings, pricing

Railroads

Real estate brokers

Savings and loan Accounting, loan information,

associations balance verification

Schools Class scheduling, student records

Truckers Accounting, loading, fueling,
replacement problems, optimum
load distribution

Warehousing Order processing, inventory con-

trol, sales analysis

Competitive Considerations

A prime consideration is: Who can implement the computer
utility concept? Would it become a monopoly of a single large
computer manufacturer or would so ambitious a plan require the
use of all present resources in equipment and personnel that are
now engaged in computer manufacture and service? The history of
the electrical industry may suggest the answer. Electric power
1s not supplied by one giant corporation that functions for the
entire nation, but by a number of regional stations independently
operated under local franchises. If this plan works for the
electric power industry, why should it not work for the computer
power industry? '

Several large manufacturers in the computer industry already
have equipment of the size and flexibility for use in computer
power plants at costs to individual customers which would be less
than operation of any individually operated computer., Besides
computer manufacturers, computer service organizations of non-
manufacturers are also capable of operating a computer power
utility. However, a non-manufacturer has one handicap: he has.
to use the equipment made available by manufacturers and there-
fore has added cost of operations. Here would come a real problem
in industrial change-over, but the evolution of any organized
endeavor always meets such problems, and time combined with econ-
omics overcomes them eventually.

There should be a place in a regional scheme of computer
power utilities for all who are within the electronic data
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processing industry today, whether manufacturer or non-manufac-
turer. The United States covers an area that is continental in
extent. Within its borders are geographic features of every
description, with population concentrations ranging from 2.6 per
square mile in Nevada to 812.4 in Rhode Island. Computer power

stations would certainly vary to the same extent that electric

power stations vary today when Consolidated Edison with assets
of over $2 1/2 billion services millions of customers and a
small station in a mountainous region of the west with assets
of less than $50,000 services scarcely more than a hundred cus-
tomers. No national monopoly would or could be set up as all
computer stations would necessarily operate over common carrier
lines or over microwave networks owned by other industries.

Data Processing - Past, Present, and Future

Although the introduction of electronic data processing
has had profound effects upon industry, science, and govern-
ment the effects have been largely those of business expansion,
speed of operations, and a shift in the occupations of workers.,
Computer memories have replaced ledgers and files; compute mod-
ules have replaced adding machines and manual calculations;
electronic controls have replaced manual controls; electronic
sorters and mergers. and plotters have replaced mechanical equip-
ment or hand labor. Business transactions have been tremendously
speeded and increased, but they have not changed radically in
nature. Large firms buy or rent their own electronic data proc-
essing equipment; a few firms may join together to use the same
machines; a slightly larger number of firms take or send their
data processing problems to service bureaus. But electronic
data processing is still a largely localized matter and because
of its cost is available to only a few customers. The mass con-
sumer has no access to it at a price he can afford to pay.

The past, present, and possible future of the computer
industry may be seen more clearly by comparison with the evolu-
tion of the electrical industry. The period around 1869 when
Thomas Edison was completing development of the bipolar gener-
ator and the incandescent lamp may be likened to the early days
of computer invention when central processors with mass memories,
controls, and compute sections were first designed. :

In 1882, Edison and a group of businessmen started the first
United States central power plant, locating it in New York City
to service 59 daring customers. After this first demonstration
of the practicabllity of the generation of electricity and its
delivery to consumers, electric power service was extended to
other areas. It was still, however, confined to small portions
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of the larger cities where small, isolated powerhouses were erec-
ted, local in scope of service, and independent of each other.
Direct current could not be transported any great distance. The
computer industry, in its equivalent stage of development, was
also forced by the nature of its equipment and its method of

.services to confine usage to localized areas, accomplishing data

processing on the immediate site of installations, or - in the
case of service bureaus - in localized places of easy access to
customers.,

By 1900, pioneers in the electrical industry had increased
the.voltages at which electric power could be transported and
lengthened the radius of transmission. The transfer of electric
power in large quantities over distances of 200 mi. or more
became an operating actuality, and by 1920 widespread and funda-
mental changes were necessary in the organization of services
and in schemes for regional supply.

The computer industry stands in 1962 where the electric
power industry stood in 1920. The transmission of electronic .
data processing over long distances has become an immediate pos-
sibility through the development of terminal communications
devices and the means of using the common carrier communications
channels and networks now available for leasing. The computer
industry is ready for the same fundamental and widespread
changes in organization and schemes for regional supply as
occurred in the electric power industry. Costs must be lowered,
and soon, if the industry is to meet the growing needs and
demands of the public. '

The major complaint of computer users is the cost of data
processing systems. Today's costs run between $750 to $200,000
monthly rental. Computers have power, yes, but how many can
afford to use that power?

The analogy between the electric power industry of the past
and the computer industry of the past and present may be clearly
shown, A continuing analogy may also be possible to predict the
computer power industry of the future -~ should it become a public
utility - with the electric power industry of the past and present.

The development of regional schemes for the supply of elec-
tricity to customers proceeded with such rapidity that by 1950
electricity was available in all urban communities in the United
States and across Europe and in most riral areas in the United
States. As the evolution progressed, advances and improvements
were instigated in the technical aspects of production and dis-
tribution of electric energy and were made possible by economies
inherent in the organization of the enterprises on a large scale.
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Today, the larger of the electric power utilities represent
enormous concentrations of both electric power and corporate
wealth., Electric power is produced in great volumes at diverse
and often remote sources, and is regulated and controlled to meet
the constantly varying demands of consumers. In like manner, the
larger of the computer power utility regional companies would
service large areas of the population and small computer utili-
ties with strictly limited capitalization would service areas of
sparse population.

Should computer power utilities become a reality, they would,
in all likelihood have to emulate the example of the electric
power industry just before 1920, starting by the incorporation’
of small computer power-producing plants in urban areas. The
successful delivery of computer power at points remote from the
source of supply should soon make advantageous the abandonment -
of small stations and their replacement by larger units located
at strategic points. Then there should occur - as with the elec-
tric power industry - the consolidation of many competitive urban
undertakings into larger enterprises under regional jurisdictions,
attended by a rapid growth in the size of the computer power-
producing plants and by a marked increase in efficiency of oper~
ations and in number of subscribers. Computer power stations
would likely remain regional in nature, as have electric power
stations, but they would tie together many different power
sources. Eventually this interconnection should result in the
evolution of systems of great size that would have an effect upon
the financial structure of the regional stations and a profound
effect upon the 1life of the nation.

Admlttedly, the foregoing statements reflect an optimistic
point of view and present the more favorable side of the picture.
Optimism is a stimulant, but no nation-wide system of public
utilities ever got started without staggering problems. The®
Encyclopedia Britanica, in its account of the electric power

industry, records that "Expansion of generation, transmission,
and distribution was accompanied by attendant increase in the

problems of engineering, finance, management, and public regu-
lations."”

Computer power utilities, organized on a regional basis,
would undoubtedly meet equivalent problems in engineering,
finance, and management. Competition to secure wider and wider
areas of control would be inevitable. Federal and state regu-
lations would undoubtedly be imposed upon the separate and group
plant operators. But these problems are no more insoluble in
the proposed computer power industry than they were in the
electric power industry.
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Uses for Computer Power

Skeptics may say that the foregoing analogy between the
electric power industry and a proposed computer power industry
is a misleading one. They may point out that everyone can use
electric light to illuminate home, office, or plant, but not-
everyone can use computing power. :

Skeptics may say, too, that electric power may be used for
an endless variety of residential and industrial purposes, but
only business men, industries, scientific researchers, and gov-
ernmental agencies need high-speed, electronic computing power.
The answer to this objection may be sought in the evolution of
electrically powered devices for an endless variety of uses.
When electric power became available to everyone, new uses for
it were discovered, and the list of human needs, occupations,
and activities that require only a cord plugged into an elec-
tric circuit continues to grow each passing year. :

No one can predict today the uses that the public will
find for computing power once it is made available to them at
a price they can afford to pay. It may be difficult for the
tradition~bound mind to envision, but the fact remains that
computer power has wide potentialities for services to mankind.
The public itself will discover the small uses that today would
sound as much like science fiction as would have telling a man
in the year 1900 that his daughter would plug in a cord to iron
her clothes and his granddaughter would plug in a cord to run
a typewriter. Public demand is a tremendous incentive to in-
ventiveness!

Conclusions

The facts emerging from the foregoing evaluation are these:
*There is a definite trend toward offering computer service
center facilities to customers with an ever shorter time

lag between input and completion of task.

*Both large and small customers are being offered and are
using computer based services.

*Customers are getting more service in é package form.

-*Many similarities exist between growth of utilities and
computer service center operation.

*A real-time computer utility operation with remote devices
is now feasible.
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%#Such an operation could provide effective, economical
computer power to large numbers of individuals and busi-
nesses in varied applications where no computer could
otherwise be economically employed.

*Computer power as a common utility would, in all likeli-
hood, find widely varied uses by the public and should be
profitable both to computer manufacturers and utility entre-
preneurs, '

Serious planning for the implementation of this concept
should be undertaken soon unless a better plan is found, for no.
industry can stand still. It must progress or retrogress, and
the time to plan for the future is when current operations have
reached a plateau. The time is right for a new and broad-based
plan for supplying computing facilities to the public. All that
is needed today is the vision and determination to start out on
a new road. In view of the present situation in the computer
industry, a strong possibility exists that it may have no choice,
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RESPONSTVE DATA HANDLING AT LOCKHEED

Norman H. Carter

SUMMARY

The data gathering project initiated at Lockheed Aircraft Corporation established
criteria for equipment selection against which masnufacturers' proposals could be evalu-
ated. The equipment which was selected as being closest to the criteria has been field
installed. The performance of the equipment is significant in that information can be
transmitted over voice grade telephone lines through a computer interface to a random
access file from which responses can be retransmitted to remote locations in any one of
severgl different forms. Error detection and correction procedures are an integral
part of the system. Successful completion of implementation of the data acquisition
system will permit expansion into management display techniques.

PROBLEM
One of the major problems in business data processing today is that of organizing

the gathering end dissemination of data so that the micro-second computing speeds avail-
able today are not nullified by old-fashioned, inefficient manual data collection and

‘'manual date dissemination systems.

While the computer has revolutionized data processing, data gathering methods
are still back in the horse and buggy days. Men, key-driven machines, such as the tele-
type, mail and other slow feed-back is still used, and computers are still essentially
tied to batch processing of data.

LOCKHEED ADA PROJECT:

Because of this discrepancy, Lockheed in 1958 initiated project ADA, to define
their requirements in Automatic Data Acquisition. A systems study was initiated to
determine the broad data needs of Lockheed divisions in such applications areas as the
collection and dissemination of shop control information, labor distribution, and the
traditional payroll or time clocking systems. The systems needs, records layouts, and
applicable volumes were reduced to a systems speclfication which further spelled out
the physical locations involved. -During-:the preparatlon of the- spec1f1cation, Lockheed
contacted a number of other aerospace ‘companies to determine their interest in the field
of data acquisition and to exchange systems ideas. As a result of these contacts, much
valuable informstion was received and the Lockheed specification showed great similarity
to a generalized aerospace industry specification.

Copies of the finished specification were disseminated to all hardware menu-
facturing companies who showed any interest whatever in the field of menufacturing dats
gathering equipments. About 26 companies responded with proposals to produce hardware.
At this early date only one company was able to promise delivery of prototype equipment
and one company was ready to build a special purpose off-line recording device without
transmission capability. All other proposals received were for "paper" equipment, pro-
posals which could be reduced to hardware in times varying from twelve months to two
years, and some of which would have required Lockheed to invest engineering and develop-
ment funds. 4

FIRST EQUIPMENT TEST -

Lockheed did, in fact, build two prototype models, with the manufacturer, of the
off-line recording device which was used to test the systems criteria, and the reactions

s
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of shop persénnel to equipment of this type. This device recorded data from two plastie
cards, part of a punched card and a five bank keyboard on a wide paper strip locked in
the machine. The information was not transmitted. -

The test, covering about three months, was successful and three major things were
discovered:

1) Transmission capability is mandatory in any data collection system. The
problems of control of paper tapes and other records at remote locations
is too great.

2) An individual recelpt, for each operator, showing all recorded data from
each transaction is unnecessary.

3) The concept of data gathering is acceptable to auditors, union members
and officers and to customers if proper systems controls are designed
into the system and if adequate training is performed.

After further equipment evaluation, Lockheed selected RCA as the vendor for its
data gethering equipments. In the fall of 1960, the first twenty RCA EDGE input stations
were installed in a cooperative test and evaluation program, which led in the fall of
1961 to orders for systems build-up in three major Lockheed divisions.

CRITERTA FOR EVALUATION OF DATA GATHERING SYSTEMS

The balance of the paper discusses the criteria which were established for evalu-
ating data gathering systems, some discussion of experience to date with the off-line
systems, a review of the on-line and real-time systems presently instelled, and a
glimpse into the future stages of Lockheed's management control system concept.

Of course, the system must be economically feasible. Dollar savings as well
as intangible benefits must be present or the installation cannot be Jjustified.

There are six equipment criteria against which Lockheed measures data gathering
systems. These are as follows:

1) First, the system must be capable not only of sending information to a
computer or computers, but must also be capable of receiving information
back in forms such as page print-out, punched card, punched paper tape,
and in the future, graphic visual display devices such as video tubes.
This two-way capability is mandatory if the automatic data mequisition
system is to be Jjustified on economic grounds.

2) The second .criterion is that the system must be capable of transmitting
over distances from less than l/h mile to more than 500 miles, with the
same basic equipment and without the addition of special sub-sets or
other similar devices. This requirement is expressed to manufacturers
by stating that the system must transmit over a two-wire cable of telephone
voice grade or lower, not over multi-pair cables. This facilitates the use
of an extensive private wire network which is operated between Lockheed
plants in all parts of the continental United States.

3) Requirements further call for the provision of automatic error detection
and message retransmission. It is felt that the operator should not have
to make a determination as to whether the message has been correctly
received at the data center. This determination must be made sutomgtically
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by the machine. The sutomatic error detection devices insure that after
a given number of abortive attempts to send a message, the input machine
will take itself out of service and at the same time lock all of the docu-
ments into the machine, and signal the operator to initiate an error pro-
cedure which 1s clearly defined and posted at each station.

h3 A further criterion is that all parts of the input message must be inserted
in the machine by the operator at one time prior to the beginning of trans-
mission and that the machine must have such interlocks that the message
will be properly composed. For instance, if a message calls for the inser-
tion of a plastic badge and a punched card only, the machine will refuse
to accept an entry into the variable keyboard of the machine. If the
transaction code calls for a variable entry and plastic card only, then a
punched card cannot be inserted, and if it is, it will be returned suto-
matically to the operator and transmission cannot be initiated. These are
referred to as inclusive interlocks. Another level of interlock requires
that the correct punched card be inserted when a transaction requires a
punched card. This is achieved by stating that for a given transaction
¢ode, the punched card inserted must have a specific punch in a specific
column (say a two punch in column five) which the machine will sense.  If.
this punch is not in the card, the machine will reject the entire trans-
action as being incorrect. This is referred to as an exclusive interlock.

5) A criterion which has been deleted from the requirements is that there
should be a local print-out of all information transmitted from a given
station. This was felt to be necessary to satisfy employees and line
supervision that messages were being transmitted correctly. Experience
‘in the field showed that this was not of concern to the users and could
therefore, be deleted.

6) Although not a criterion in the sense that it affected electronic engineer-
ing design, 1t is mandatory that the equipment should be of such gimplicity
that all workers will be able to use it. It is not possible to justify the
cost of machine operators in the factory or office areas for all of the
systems which it is intended to implement on this equipment. €

'73 Modularity of design is a mandatory requirement to facilitate masintenance
in the field.

IMPLEMENTATION OF FULL SCALE SYSTEMS

Some idea of the breadth of planning, systems development and implementation
that is going on can be shown by the areas in which work is being performed. These
applications areas include labor distribution, payroll, shop control, including job move,
standard hours completed for performance reporting, machine loading and other similar
functions, material control and planning, receiving and receiving inspection, and quality
control and many others. ' !

A typical complete network such as will be installed in the three msjor Lockheed
divisions is illustrated in Figure 1. As can be seen, the system has input stations for
sending information through a computer interface, either to a disk file for immediate
action or processing, or to magnetic tape for storage and later batch processing. The
inquiry station enables & remotely located operator to inguire for information through
the interface to the disk file and to receive an answer through a printer, with control
format; through a punched card output, either with or without the printer, or through
punched paper tape.

55

The RCA EDGE . input station is the basic input unit of this system and the RCA
alpha-numeric inquiry station is the device for interrogation of the disk file. In one
of the divisions, the computer interface is a dual RCA ecomputer, with s Bryant disk file.
In one of the other divisions, the interface may be a Beckman system, with wired program,
feeding information to an NCR 315 computer with CRAMS.

It is mandatory to provide duality of computer interface as these systems may
be required to receive information and return informstion to any of the remote points
at any time during each 24 hour period. Therefore, the system cannot be completely
shut down for preventive maintenance or for any other cause. The duplex computer inter-
face must determine when it has a problem; must insure that all messages in transmission
when the problem arcse were retransmitted through the second computer. Although some
degradation of speed may be acceptable, it is required that the employee using the input
device should not be aware of the breakdown at the computing center.

Lockheed's data handling networks will be located as follows:

1) One at Sunnyvale, California, with a major sub-system located in Van Nuys,
California;

2) One at Burbank, California, with a major sub-system at Palmdale, California;
and,

3) One at Marietta, Géorgia.

Two smaller systems will be implemented at Lockheed Aircraft Service plants at Ontario,
California, and Idlewild International Airport, New York.

System build-up at the locations will reach a total of T35 input stations with
appropriate support equipment and about 50 inquiry stations by June, 1963. The present
number of input stations implemented in the off-line system is about 250 units.

Operating experience to date with the off-line systems has shown that the plan-
ning criteris which were used were slightly conservative although essentially correct.
For instance, the ratio of input stations to central receiving units was established at

approximately six to one. An actual operating level of seven to one appears to be
adequate.

Experience is being gained rapidly as more than ten million characters a week
are presently being transmitted over the networks.

ERROR DETECTION AND CORRECTION

. Error rates are being reduced as equipment is shaken down and necessary field
modifications are made. There are two rates of error that are significant in these
systems. The firsteare those errors which are detected and corrected by the equipment.

The second, those errors which are undetected by the data transmission system, but
detected later in computer processing.

It is possible to automatically detect and correct errors using the retrans-
mission feature built into the RCA equipment. The specification submitted by the
equipment manufacturer for detected errors is that there will be fewer than 3% of
retransmission occurrences when measured against the total volume of messages trans-
mitted. The present rate of detected errors is considerably less than 1/2%.

The specification for undetected errors is 1/2% with present operating
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experience varying slightly at the different locations between .25% and .1%. It is
expected that an undetected error rate of less than'.05% will be reached after the
equipment has been shaken down and necessary modifications have been made. It is felt
that the present rates are reasonable for the state of the art of the equipment. As
the computer programs used for processing this information are further refined, it is
expected that some of the errors now charged to the equipment will turn out to be pro-

gram errors, operator errors, or input documentation errors which we will then be able
to detect. - ’
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The implementation of these data gathering networks provides an opportunity to ; ’ .
achieve cost reductions, represented by fewer personnel in the functions concerned, as
well as certain other advantages such as removing the human handling from these messages, o
thus eliminating transcription and keypunch errors, and insuring faster turn-around of
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CONCLUSIONS ’ | @_
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TECHNICAL AND ECONOMIC JUSTIFICATION
OF
A STORE AND FORWARD SWITCHING CENTER

Donald J. Birmingham
Computer Department
General Electric Company

SUMMARY

The Store and Forward Switching Concept for telegraphic communi-
cations will not be replaced by the new line switching communication
facility and tariff offerings of the common carriers. On the con-
trary, the Store and Forward Concept will assimilate these new
services to pyovide a more flexible and capable system than that
which was achieved in the past with the previous electro-mechanical
systems. The economical justification will become more complex and
the customer will be required to place a dollar value on added
technical features provided by Store and Forward Message Switching.

INTRODUCTION

In the past, the justification for store and forward switching centers
for telegraphic communications was based primarily on the cost savings
achieved through~line reduction. Along with the expanded requirements
of data communications, which encompass both the old telegraphic re-
quirements and the new computer on-line and off-line data requirements
there has developed a variety of new communications facilities and ’
services; e.g., TELPAK, WATS, WADS, TELEX, and others. The introduction
of these new services has not eliminated, but rather has expanded, the
requirements for the store and forward system. ’

TECHNICAL DEFINITIONS AND COMPARISGNS

The Store and Forward Switching Center has many definitions. As wused
in th1§ paper, 1t 1s defined as: "A complex of equipment capable of
receiving, switching, transmitting, and storing messages."

There are three basic system approaches whiéhrmay be taken to a message
network. These approaches are: =

LINE.SWITCHING - Terminal devices are interconnected to like
terminal devices through a dialed-up connection. Coordination
1s performed by manual operator procedures.

STORE AND FORWARD/LINE SWITCHING - Terminal devices are connected
to a store and forward switching center through a dialed-up
connection. Messages are accepted by the switching center. As
the switching center accepts the message, if an output trunk is
available, an attempt is made to connect with the destination.

I1f a busy condition exists, the message is temporarily stored.

In certain cases, low priority traffic may be interrupted by high
prlorlity messages.

STORE AND FORWARD/WAY CIRCUITS - Like terminal devices are con-
nected to a store and forward switching center through way circuits.
This approach operates functionally in the same manner as present
day conventional switching equipment.

il

61

Table I presents a list of technical features inherent in each of the
three basic approaches. The technical justification of which approach
to use 1is made by listing the technical requirements and matching them
to the technical features offered. In many cases, compromises are
made on technical requirements based on economic considerations.

The straight line switching approach is the simplest in complexity but
offers few more features than those contained in the end device terminals.
It allows operation with a minimum of operator training and has no system
maintenance. To obtain a specific grade of service, both the line and
terminal device utilization must be held to a minimum. This type of
operation is best suited to the small volume users.

The solid state store and forward approach combined with line switching

- offers the greatest variety of technical features. This hybrid approach.

is designed to combine the best features and make up for the short-comings
of the conventional store and forward/way circuit system and the line
switching approach. The capability of code and format conversion allows
the system to operate with mixed terminal devices.

It is also possible for intermixed operation where like terminal devices
may bypass the store and forward center to communicate directly.' The
greatest system drawback is in the requirement for double transmission,
one to the center and another to the end device. 1In an integrated data
processing - communication system this may be greatly reduced if it is
assumed that in future systems, over 50 percent of messages will be
terminated and originated by a computer. This computer, in most cases,
will be directly connected to the store and forward system as one inte-
grated complex.

The solid state store and forward system when compared with the con-
ventional store and forward system with way circuits provides a number

of technical advantages because of its flexibility in operation with

end devices. However, it offers less than the store and forward system
with line switching, and in many cases it is advisable to provide duality
in major functions to reduce system vulnerability.

- ECONOMICS OF THE SMALL SIZE STORE AND FORWARD DATA NETWORK

The common carrier tariff services WADS and TELEX, are the chief com-
petition for the private store and forward system. Tables II and I1I
present a summary of message costs based on two general system models.
The costs for the different types of systems are based as follows:

 WADS - The WADS line-switched system is based on Model 33 and 35
Teletype units operating at 100 wpm with WADS tariffs.

STORE AND FORWARD/LINE SWITCHING - The store and forward switching
center with line switching is based on a twenty lime (10 input and
10 output) switching center with WADS input and output lines oper-
ating at 100 wpm with Model 33 and 35 Teletype units.

STORE AND FORWARD/WAY CIRCUITS - The store and forward switching
center with way circuits is based on ten full duplex way circuits
operating at 100 wpm with conventional type way circuits.
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STORE AND FORWARD (CONVENTIONAL) - The conventional store and
forward system is based on an average conventional system.

The cost totals tabulated in Tables II and III show that the difference
between a straight’ line-switched system and a store and forward center
with line switching is in the order of 10 to 15 percent. The justifica-
tion of the store and forward switching center primarily would be made

on a technical basis of requirements which could not be met by the straight
line-switched system.

The conventional store and forward system with way-circuit control will
normally have a higher cost than store and forward with line switching.
However, there always will be special cases where the way-circuit method

~will provide a lower cost, but in general the technical advantages of the

hybrid system may outweigh the cost savings.
THE INTEGRATED PRIVATE VOICE DATA NETWORK

The integrated Voice-Data Network requirement is normally generated by
the company which has a private phone network consisting of a backbone

‘'0of TELPAK-tariffed lines and which desires to add the data requirements

"piggyback'" on the voice system.

Consider the case of the Company "X'" which has a nationwide leased-line
network as shown in Fig.. 1. This network supports a private voice
system as shown in Fig 2. Table IV presents the combined data and voice
requirements of Company "X'". The geographic breakdown by percentage of
volume is included.

The data requirements could be handled in one of three ;ays:

LINE-SWITCHED SYSTEM - Sufficient line and switching equipment
-could be added to handle the data in exactly the same manner as
‘the voice network. '

STORE AND FORWARD/LINE SWITCHING - A combination of line switching
and store and forward could be made to provide sharing of low
volume circuits by both data and voice and to achieve high efficiency
on trunk circuits. This hybrid approach would attempt to maintain
the best characteristics of both systems.

STORE?QND FORWARD/WAY CIRCUITS - A non line-switched system could
be used-which has way circuits and direct-connected circuits to
high volume points.

. The line requirements and costs for the voice system and each of the

three possible alternatives are presented in Table V. The Store and
Forward/Line Switching approach is broken down into two systems, one
with unrestrained input and output lines (lines which are not designed

- to handle more than 100 per cent traffic during busy hours) and restrained

output lines (lines which are designed for queueing to provide a balance
between cost and delay). The store and forward equipment in the hybrid
approach does not have to be supplied in duplicate as the voice system
itself can supply an alternate path for priority traffic during a down
period.
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The cost summary for each of the approaches in presented in Table VI.
Two methods were used to compute the TELPAK line cost. One is based
on allocation of only the additional cost of expanding the existing
TELPAKs and the other on an appropriated cost where the data system
pays for a percentage of each TELPAK link based upon the percentage of
total lines used. .

The cost figures for the store and forward system are based upon three
switching centers located in San Francisco, St. Louis and Philadelphia.
The cost of switching centers in the store and forward system with direct
circuits and way circuits is based on complete duality.

The total cost figures for all systems are very close (within the realm

of interpretation). The main point is that the availability of lines

at wholesale costs does not rule out the use of store and forward systems,
but it allows the system designer the freedom to generate hybrid approaches
which provide more functions than the conventional store and forward
approach.

CONCLUSIONS

The conventional store and forward teletype switching center, consisting
of electro-mechanical switching or manual torn-tape switching for tele-
type, has become outdated. In order to compete with the new common
carrier tariffs for line facility and outstation, the store and forward
switching system must interconnect with line switching facilities, pro-
vide speed, code and format conversions, and interface with the expanding
number of centralized on-line computing facilities.

The advent of TELPAK tariffs for the bulk voice and data communications
user has lowered the price of line facilities to a minimum. However, the
use of solid state computer-type equipment allows the store and forward
switching center to keep pace and provides for the economic Justification
of store and forward equipment along with a network of TELPAK line facili-
ties.
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- Table II
; Table I | . 3 COST PER MESSAGE (50,000)*

SWITCHING SYSTEM :

5.% ; SOLID STATE CONVENT.
g TECHNICAL FEATURES i WADS ST&F /LS ST&F /WC ST&F /WC
é‘ | : ‘ ' ' L Communication Service .45 .35
: SOLID STATE SOLID STATE CONVENTIONAL i
g LINE STORE & FORWARD STORE & FORWARD STORE & FORWARD : Switching .10 .10** .15
g SWITCH W/LINE SWITCH. W/WAY CIRCUITS W/WAY CIRCUITS %

é Lines . .20 .20

§ Message Switching : Yes Yes Yes : End Device : - .10 .10

§ Line Switching Yes Yes , : Operator & Program .02 .02 ’ .05
Shared Facility (W/Voice) Yes Yes _ k Installation & Facilities .01 .01 .02
Line Facility Utilization Low Medium High -High 3 .45 .48 43 .52
Mixed Terminal Devices

(Incompatible) Yes Limited
i Speed Converslon : ' Yes Yes Limited

| i * Based on location in Northern Illinois with 50,00 messages per month
P Code Conversion Yes Yes ; and 60 outstations locations, 50% of messages for input and output. to
i ' ! a computer and 25% multlple address messages.

1 .

;; Multiple Address Capability Yes Yes . Yes
t - _ . *%  Add .07 and .05 for duality.
Direct Computer Input/Output ‘Yes Yes
Journal Accounting Yes : Yes Limited
Unattended Operation : "Yes Limited Limited Table I1I

*
Error Detec¢tion and COST PER MESSAGE (100,000)

Correction ' Yes v Yes :
Operéting Routines Flexible Fixed Fixed Fixed : WADS ST&F /LS ggz;angATE ggggﬁgg'
System Maintenance Non-Required ' Non-Required o ;
System Vulnerability Low Medium High - Low-Medium Communication Service 30 -25

| Switching .07 .07%% .10
Lines - ' .15 .15

. End Device - .10 -..10

Operator & Program © .02 .02 .03

Installation & Facilities ___ o _.01 ‘;;Ql_ .01

.30 .35 | .%5 .39

* Based on location in Northern Illinois with 100,000 messages per month
and 60 outstations locations, 50% of messages for input and output to
a computer and 25% multiple address messages.

§ , ? *%*  Add .07 and .05 for duality.
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" THE HOWARD SAVINGS INSTETUTION -
A CASE HISTORY ON REAL-TEME DATA PROCESSING

Je. J. Feldman
Summary

Nine years ago, in 1953, The Howard Savings Institution of Newark, New Jersey,
launched a research study into automation. Today, Howard Savings Institution customers
are enjoying the benefits of the fastest, most accurate savings accounting system in the
world. This paper describes the customer benefits, the electronic data processing system
that makes them possible, and the advantages and disadvantages of real-time data process=

- ing for the savings bank industry.

RESEARCH STUDY

The Howard Savings Institution began studying the feasibility of automation for
savings and mortgage operations in 1953. In 195k, having concluded that the benefits of
automation would be in the best interests of both the bank and its more than 300,000
customers, a search was started for a manufacturer who would build an electronic data
processing system to meet all of the needs and requirements. The selection phase of the
long range research program ended in 1956, when a contract was signed with The Tele-
register Corporation of Stamford, Comnecticut, for the first on=-line, real-time elec-
tronic data processing system in the world for a savings and moritgage application.

From the beginning The Howard Savings Institution knew its needs and requirements.
The search for an electronic data processing system to meet these objectives revealed
many things. First, available off-the-shelf equipment was completely inadequate.
Second, the problem was similar to that of the military system development with specified
performance without specified hardware types. Third, in order to preserve the fine image
of customer service The Howard Savings Institution earned during its 105 years as a
public service institution, acceptable guarantees of system reliabiltity and accuracy had
to be assurede A final important revelation resulting from system studies was that there
was no advantage gained by going to a purely off-line system; "balance®™ between input,
output, storage devices and main frame equipment was far more important than inherent
speeds and capabilities of individual components.

On~-Line vse. Off~Line

During the selection process, cost analyses revealed that there would be no payoff
in converting savings and mortgage applications to off-line equipmente. Greater economies
could be achieved through the use of the more mundane punched card accounting systems.
Therefore, to provide justification, customer service had to be bettered appreciably.
This could take place only at the customer window (teller window if one is standing on
the Wother® side of the counter), a location where off-line processing has little if any
tangible effecte Teleregister'!s on-line, real-time teller posting machine, was the
solution to the problem. Fige. 1 illustrates this machine.

Equipment "Balance®

As the equipment field was surveyed, it was observed- that speed and capability
range varied radically between similar components. At first, interest was held only in
the apparent fastest or best of each equipment type. Soon, however, came a realization
that cost was almost directly proportional to inherent component characteristics and
that there was little sense to pay for equipment twenty=four hours a day when the equip-
ment would be employed for a much shorter period of time. Therefore, the system se-

—-
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lected, though certain components are the earliest versions of their types, provides the
essential "balance® sought. In other words, it is geared to needs, not to niceties.

Customer Service

The Howard Savings Institution is a Mutual Savings Bank. Their only product is
service. Therefore, it was necessary to guard carefully the fine reputation as a pro-
vider of customer service while entering into the field as an electronic data process-
ing system user. To insure continuity of service, sound system uptime and reliability
guarantees were requested and received as part of a long term, eight year lease con-
tract.

THE TELEFILE® SYSTEM

The data processing system, referred to as a Telefile system, contains dual
Telefile computers, random-access memory drums, magnetic tape handlers, automatic type-
writers, in~line punched card equipment, a communications network and on-line, real-
time teller machines called Teller-RegistersﬂD The relationship of each of the sub-
systems to the computers is maintained by a priority control system which permits multi-
plexed operation and overlapping of computer internal operations with sub=system
operation.

Central Processor

Each Telefile computer is a large scale, general purpose, stored program, fully
transistorized machine. These are capable of operation in either dual or duplex modes,
In the dual mode, both processors operate simultaneously on the same data, permitting
a cross check of each operation. In the duplex mode, each processor operates inde-
pendently, but with access to the common pool of sub-systemse These processors, there-
fore, also serve as control and switching centers for the subwsystems. Consoles
associated with each processor and the overall system console display the internal
operations as an aid to the operating personnel and maintenance technicians and are used
in the test and analysis of programs. The randomly accessible, digit addressable core
memory of each processor has a capacity of 10,000 decimal digits and a cycle time of
sixteen microseconds. This relatively small core memory is used programmatically for
sub-routines and data required by the immediate program. Other sub-routines and data
are contained in the mass storage sub-systems and are available on demand.

Magnetic Drum Sub-System

The magnetic drum sub-system consists of drum units, drum control units and a drum
‘central unit. Each drum unit consists of a vertically mounted drum and read/write cir-
cuitry housed in a cabinet. The drums revolve at a speed of 1800 revolutions per minute,
providing an average access time to any piece of information of 17 miliiseconds. The
drum system control unit and the drum central unit provide the necessary logic and solid
state switching circuits.

‘Magnetic drums are used in this system for mass storage of on-line available account
balance information and program storage. Each magnetic drum has a capacity of 1,050,000
decimal digits. Single or multiple digit accessibility is provided on a random basis.
Parallel processing of other information may be carried out in the central processor
during access time. Presently, the system employs five of these drums: three as balance
record drums, one as a transaction record storage drum, and one for processing and
fall backe

* Trademark, The Teleregister Corporation

® Trademark Registered
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'Magnetic Tape Sub-System

The magnetic tape sub-system consists of tape handlers with their associated elecw
tronics connected through a control unit, Both automatic ang manual control of tape
handlers is provided, Depending on tape length, a single magnetic tape provides storage
capacity for up to 4,500,000 decimal digits of information. When running, the tape
Passes the read/write head at a speed of approximately 60 inches per second. This
corresponds to a read/write rate of 9,000 digits per second. Information is contained
in tape blocks, each consisting of a 300 decimal digit storage capacity, l% inches long.
The inter-record gap is % inch. Four of these magnetic tape handlers are currently in
use, '

Automatic Typewriter Sub-System

The sub-system is made up of two racks of solid state logic, two relay
Panels, and two automatic typewriters. Each typewriter with its Sub-system is directly
associated with one of the central processors.

Punched Card Sub~System

The punched card Sub-system permits one IRM 51k Reproducing Punch ang one IBM )03
Tabulator to be directly connected to the Telefile System by a multiconductor cable,
The cable can be disconnected for conventional utilization of these machines whenever
necessary. i The repro-
Though this

Communications Sub-Systen

The data Processing center is connected radially by communications lines to each
offices At the processor, each communication line terminates in a unit called a message
register. This unit stores incoming messages temporarily until the processor is pre-
pared to process the call, at which time the stored program transfers the message
register contents into the core memory. Conversely, the answer or response to the, call
is transferred from the core memory into the message register where it is stored for
transmission by the communications equipment. The average brocessing time is 137 mil1i-
seconds per call. Fig. 2 is a simplified diagram illustrating the relationship of one
office and its communication line with the central processor site,

High-speed
C The choice between
high-and low-speed was a matter of transaction volume created by each office. 4s g

building), employs local lines. 411 telephone communications are in dual, i.e. one

primary and one alternate route network, 5

At the offices, communication circuits terminate in a transceiver.,
capable of service for three Teller-Registers in slow-speed circuits, up to eight in
high-speed circuits and up to twelve in local circuits, Again, as in the selection of
line types, the activity role is the primary controlling factor in the quantity of
Teller-Registers which are to be served by a single transceiver. The functions of a
transceiver include connection of a bidding Telleruﬂegister, control of transmission,
storage of returned data, error detection and control of the printer in the Teller-
Register.

(
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The Teller-Register is a counter top input/output device consisting of a keyboard
and printer housed in a single unit. This device was designed specifically for on=line
teller operation rather than an adaptation of g conventional window machine. The design
includes the following features: interlocked keyboard construction, check and money

input under key control, key locked journal tapes, and parity checking on all data.

The printer is a modular and removable unit contained in a separate compartment within
the Teller~Register. ‘ This also was designed specially for its burpose, featuring echo-
checking techniques whereby the final positioning of the pPrinting mechanism associated
with the printing of the balance column data is checked against the stored answer in the
transceiver. This printer is capable of printing on two surfaces simultaneously, the
Jjournal tape and the passbook, or forms contained in the carrier, The passbook carrier
provides for the handling and alignment of passbooks, checks, vouchers and other forms,
Presently, the system contains 32 Teller-Registers.

The communications Sub-system also has a special device known as the Executive
Monitoring Console associated with ite One of these devices is located in the office of
Howard Board Chairman, William L. Maude. Upon depression of a button, this device dis~
plays total deposits or withdrawals accumulated through the day up to that moment.,

THE TELEFILE OPERATION

Presently, approximately one quarter of g million savings accounts and 30,000
mortgages are being processed in the system. The savings accounts consist of approxi-
mately 150,000 regular, 60,000 school, 25,000 club and 75000 payday savings accounts.
Teller-Registers are located in all seven of the bank's officess Their distribution
is shown in Table 1,

On~ILine

All normal banking transactions are accomplished in this system through the
Teller-Register., By the single process of entering an account number on the Teller-
Register, the teller commands the system to verify the account number and print the
current balance on the Teller-Register journal tapee. The equipment, not the teller,
retrieves the current balance automatically., This is an important factor since it avoids
erroneous old balance entry. Deposits, withdrawals, interest pPosting and unposted
®no-book® transactions then can be processed immediately. Holds and other special cone
ditions are signalled to the teller automatically and must be "processed® by the teller
before further banking transactions ean be made, The passbook is updated automatically)
teller journal tapes are printed in the Teller-Register and each transaction is recorded,
with teller ifentity, in the central magnetic records. Proof totals in five categaries
for each teller, stored in the Telefile, are available for print-out on the journal tape
of each Teller-Register. Teller-Register keyboard layout is illustrated in Fige 3 and
the transaction types and controls, with operational Procedures, are listed in Table 24

Off~Line

The system computes anticipated interest and updates detailed account records at the
end of each day. i
hours,.
As part of this processing, trial balances and special

- reports can be obtained in any degree of detail desired.

Mortgage processing takes place on the "second® processor, off-line, during banking
hours. This includes billing, remittance processing, escrow analyses and other related
mortgage functions. If the on-line processor should fail, control is transferred to the
second processor in less than 30 seconds with no loss or distortion of information,
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SYSTEM RELIABILITY

The measurement basis for system reliability is during periods of attended main-
tenance, L2 hours per week. Experience during the first six-month measurement period
from March 13, 1962, to September 13, 1962, was as follows:

Component

% Availability

Processor 1 Complex
Processor 2 Comples

Drum #00
#01
#02
#03
#0h

NOTE: Drum #00 was physically damaged

by scoring of the drum surface.
Over 90% of the period outage time
for this drum was for installation
and testing of the replacement drum.

Magnetic Tape Handler #00

#01
#o2
#03

Message Register #1

LO3 Printer
51} Punch

NOTE: This does not include outages caused

by conventional features of the
bpunched card equipment.

Processor 1 Automatic Typewriter
Processor 2 Automatic Typewriter

Teller~Registers

99.91
99.93

93.81
99.17
100,00
99.70
99426

97.76

dnaitimi aiea i SR

100,00 i

9k 56
95.79

99.84

99.72

100.00

100.00

100,00

99.96 ¢
99.99
100.00

99.99
100.00

100.00
100,00

98.89
99499

At least one was
available per transe~
ceiver location 100%
of the time.
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Component % Availability
Transceiver #1 99.65
#2 99.71
#3 99.51
#h : 99.98
#5 99032
#6 9999
#7 100,00
#8 _ 100,00
#9 99.65

During this period, over two million teller calls were processeds Of this total one
may have been processed in error by the central processor. There is no certainty, due
to its nature, but it has been charged arbitrarily against the central system.

Several printer errors have been detected, such as misprint on account number and
failure to print transaction amount. These errors are not harmful, however, since the
balance is echo-checked and is always correct. The printing errors are superficial
errors only, as the internal processing is correct. If they are detected immediately,
a reverse entry (correction transaction) negates the transaction and it is re-executed.
If the error is detected at a later date, the degree of seriousness is determined and
action is taken accordingly, i.e., write for the passbook, manually correct the journal
tape on account number error (account number does not print in the passbook).

EMERGENCY OPERATING PROCEDURES

A worse case situation would be the complete loss of the entire Telefile Systenm
for an indefinite period of time. If such a catastrophe were to occur, the customer
passbook would be processed by pen and ink, accepting the passbook balance as the correct
balances At the same time, the master magnetic tape files would be delivered to other
Telefile System users. Arrangements have already been made to have these users reproduce
these tape files into either punched cards or hardcopy listings if such a disaster should
occure This would provide sufficient information and machineable media to insure the
continuity of bank operation. :

Between a perfect operation and a complete disaster there are too many emergency
configurations to enumerate. Such configurations can consist of the loss of one
Teller-Register to the loss of a complete sub-system. Manual and automatic procedures
have been developed to cope with virtually all configurations. As previously stated,
should the on-line processor fail, control can be transferred to the second processor
in less than 30 seconds with no loss or distortion of information. If prime power fails,
an emergency power generator will re~supply power in 8 seconds. If a primary communica-
tion line fails, an alternate route line is switched in. Up to one drum, one tape
handler, one message-register and several Teller-Registers can be out of commission prior
to even considering the loss of an emergency nature. In summation, there is full cogni-
zance of the things that can and will happen. Operating procedures and programs have
been readied in advance.

SYSTEM BENEFITS

- The benefits The Howard Savings Institution is realizing as a result of this
revolutionary new system are already greater than anticipated. Some of the most impor-
tant of these benefits are as follows:

l. Customers can bank at any teller window in any
Howard Office with equal speed and facility. .
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5? 2. The back office teller work is reduced over - o
’ - 90%. : ‘ services with greater efficiency.
3. Transaction processing time is reduced 30%. V: l. On-line, real-time savings accounting opera~-

tions are now a reality.

he Tellers are now able to handle two customers

| . in the time previously required to handle one. i 2+ The benefits are significgnt but cannot be )

; o : measured in terms of tangibles alone. Emphasis

é 5e Controls are strengthened. : must be placed on the intangibles of faster and

k‘ : better customer service, more flexible operations

f 6e Operating costs are fixed. ; and more timely reports.

; » Prime banking floor space is made available for 5 3+ Though the costs are high, the cooperative approach
§ ! more productfve use. i ; ' can enable many banks to share in these benefits.

: ' 8. Tedious bookkeeping and cleriecal jobs are eliminated.
9. Controlled management by exception is now possible.

10. Operating efficiency and flexibility previously
unattainable are now a reality.
' i Table I. Bank=to-Bank Communieations
These are but a few of the significant benefits. There are many moree. To bring
them into focus, during the first half of this year tangible displaceable cost savings
realized are over 50% of the total annual System operating costs. By the end of the

% first 18 months of operation it is anticipated that the entire cost on an annual basis ; Distance Type of No. of
i will be recovered. These cost recoveries, coupled with both projected savings and the i . s s Teller-Registers
i numerous intangible benefits, clearly prove the wisdom of the Howard's top management i Office from Center Conmunication g
| decision to automate. :
| - | THE FUTURE OF ON-LINE SAVINGS ACCOUNTING *é Main Office 1/ mile Pata-Fhone =
;i e PP K . . : ) : . . - . _b d
. At this writing, there are only three banks in the country processing savings ’ Downtown Same Building ﬁiﬁiiﬁiﬁnﬁﬁgﬁig ©
accounts on an on-line, real-time basis. They are the Howard Savings Institution, cables 5
the Society for Savings in Hartford, Connecticut, and the Union Dime Savings Bank in
New York City-~all Telefile users. Approximately ten banking institutions (nineesavings, . s
one commercial) have contracted for, but have not yet installed similar systems marketed Bloomfield Branch 3 miles Teletype 3
by other manufacturers. The benefits of employing such systems are great. So too, . . . T 3
are the costs. Therefore, the future of such computer installations in the savings Springfield Branch b miles eletype
industry will be on a cooperative basis. Vailsburg Branch 6 miles Data-Phone I
Cooperative automation may take many forms. inroads are being made for systems : v | s T 2
from the prime-user-operated data center to cooperative data center, where many banks South Orange Branch § miles eletype
underwrite the cost of the total system. As a matter of fact, one can predict that \ Wessex Branch
many commercial banks will justify more sophisticated data processing systems on the i e(g ldwell, N.d.) 12 miles Teletype R 2
basis that they can automate savings accounting at the window. Probably, less than one a > e ~
hundred banks in the United States can afford an on-line, real=time Savings accounting

system individually. Yet, in the next five years, hundreds of banks will implement such .
an operation. This will come through the use of cooperative automation. ’

CONCLUSIONS

Banks unable to take advantage of automation will have to Pass increased operating
costs along to their customers in the form of higher service charges, higher interest
rates, lower dividends or reduced earnings. These banks may find themselves at a
serious competitive disadvantage with the larger more automated banks that perform their

MR ey e < —e .
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Table TI. List of Teller-Register Transactions and Controls

TRANSACTION CONDITION BAR TRANSACTION BAR RELEASE BAR
QUERY
Query of Account Status Account Number (16) Operate (21)

PASSBOOK TRANSACTIONS

Deposit

Withdrawal

Miscellaneous Deposit
Miscellaneous Withdrawal

Deposit (15)
Withdrawal (14)
Misc. Deposit (13)
Misc. Withdr. (12)

Operate (21)
Operate (21)
Operate (21)
Operate (21)

Dup. Deposit Slip Posting |No-Book (2) Deposit (15) Print Only (20)

Dup. Withdr. Slip Posting | No-Book 2) Withdrawal (14) Print Only (20)

Balance Print Only Balance (10) Print Only (20)
NO-BOOK TRANSACTIONS

Deposit No-Book (2) Deposit (15) Operate (21)

Withdrawal No-Book (2) Withdrawal (i4) Operate (21)
CORRECTIONS

For Items Above

Correct (19)

INTEREST POSTING

Interest Only

Previous to Deposit
Previous to Withdrawal
Prev. to a Misc. Deposit
Prev. to a Misc. Withdr.

Interest (1)
Interest (1)
Interest (1)
Interest (1)
Interest (1)

Deposit (15)
Withdrawal (14)
Misc. Deposit (13)
Misc. Withdr, (12)

" Operate (21)

Operate (21)
Operate (21)
Operate (21)
Operate (21)

CHECKS & MONEY ORDERS
List Print Only

List (11)

Print Only (20)

SUBTOTALS

"Deposit
Withdrawal
Miscellaneous
Miscellaneous Withdrawal
List

Deposit (15)
Withdrawal (14)
Misc. Deposit (13)
Misc. Withdr, (12)
List (11)

Proof (18)
Proof (18)
Proof (18)
Proof (18)
Proof (18)

SUPERVISORY CONTROL

Entry of Teller Number
Grand Total

Entry of Stop Condition*
Removal of Stop Condition*

Stop (4)
Stop (4)

Teller A/B (24)
Stop/Caution - Grand
Total (23)
Deposit (15)
Withdrawal (14)

Operate (21)

Proof (18)

Operate (21)
Operate (21)

* Supervisor must set Stop/Caution - Grand Total Switch (23)

RO — |
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Fig. 1. The Teller-Register, an important part of The Howard Savings
Institution's on-line banking system, brough about considerable improve-
ment in customer service. This teller posting machine was designed
specifically for on~line, real-time data processing as opposed to an
adaptation of a conventional window machine.
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TELLER- , :io ;i ;
REGISTER : R
MACHINES _ e

TELEFILE
PROCESSORS

MESSAGE REGISTER
8 SEEKER

TRANSCEIVER ]

COMMUNICATIONS
LINE

Fig. 2.

Simplified Block Diagram of Telefile System
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Fig. 3. Teller-Register Keyboard Layout
THESE ARE THE CONTROLS: .
CONDITION BARS RELEASE BARS
Interest (1) Clear (17)
No-Book (2) Proof (18)
Caution (3) Correct (19)
Stop (L) Print-Only (20)
Operate (21)
CHECK CONDITION CONTROLS
Check-Range Key/Lamps (5) SUBPANEL CONTROLS
Check-Days Buttons (6) Power On-Off (22)
’ Stop/Caution Grand Total (23)
OPERATION CONTROL LAMPS Teller A/Teller B (24)
Proceed (1) Numeric Switches (25)
Reject (8) Upper Row for Teller A;
Proof Tape (9) Lower Row for Teller B.
TRANSACTION BARS TELLER IDENTIFICATION CONTROIS
Balance (10) Teller Position Switch (26)
List (11) Lock Indicator Lamps
Misc. W (12) for Teller A 27)
Misc. D. (13) for Teller B not numbered
Withdrawal (1L) Front Panel Locks
Deposit (15) for Teller A (28)
Account No. (16) for Teller B

(29)



