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Interview with K. R. Rao

Preface

The first book about spectral techniques that |
studied in 1976 while preparing my BSc thesis on
Walsh and Haar transforms was the book

Ahmed, N., Rao, K.R.,Orthogonal Transforms for
Digital Signal Processing, Springer, Heidelberg,1975.

Therefore, | was very pleased when | met Prof. K.R. Rao
in 2009 at the conference TELSIKS organized

at the Faculty of Electronic Engineering in Nis,

Serbia. | felt very proud when | got his signature

on a sample of the Russian edition of this book.

In September 2011, | met Prof. Rao again at the
same conference, and while talking with him |
learnt that he gave a tutorial in Tampere, Finland,
at the occasion of another conference organized
by the Tampere International Center for Signal
Processing, in 2000. | used the opportunity to
ask Prof. Rao for an interview and his
reminiscences of the early work in the Discrete
Cosine Transform (DCT). This booklet is a short
record of this talk with Prof. Rao.

Radomir Stankovi¢
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Interview with K. R. Rao

Organisation of the Book

The organisation of the presentation in this book
was determined by the sequence of events that
lead to its preparing.

In Chapter 1, we present the interview with

Professor K.R. Rao. While talking he mentioned that
Professor Nasir Ahmed pioneered the Discrete cosine
transform and was an instrumental for coming up with
this idea. We contacted Professor Ahmed

and asked for his reminiscences of that work.

Thanks to him, we received the reprinted paper on the
origins of DCT. Professor Ahmed also helped in making
the contact with Dr. T. Raj Natarajan. This determined

the contents of the Chapter 2, where the initial paper on DCT

is reprinted, and also the contents of the first three
sections of the Chapter 3. We also included the first
page of the paper in 1970 about the BIFORE spectrum,
since this is an early joint publication of Professors
Ahmed and Rao and introduces an important concept
as it was mentioned in the interview.

Professors Roumen Kounthcev and Zoran Bojkovi¢
participated in the same conference where we met
Prof. Rao and we used this opportunity to shortly
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interview them. These inteviews, illustrated by a few
selected pages of their publications make the contents of
another two sections of the same chapter. Prof. Rao

used to always work with many students. Therefore,

the chapter ends with a gallery of photos of his current
students.

The Chapter 4 is the gallery of covers and selected

pages of books authored, co-authored, or edited by
Professor K.R. Rao. The gallery starts with reprints of
the cover and several selected pages of the edition in
Russian of the book N. Ahmed, K.R. Rao, Orthogonal
Transfoms for Digital Signal Processing, Springer, 1975.
The included front matter pages show the publication
date of the book as well as the name of the publisher

in the former Soviet Union, the scientific classification, and
the Preface to the Russian Edition written by a renowned
expert in the field, Professor A.M. Trachtman, who is
himself the author of few books and many important
publications in signal processing and spectral techniques
in particular. The Russian edition contains a chapter
with a review of the work in the area by authors from
the Soviet Union and a list of 42 selected additional
references. We believe this list of references can be an
interesting piece of information to be presented

to public notice. The gallery of books continues with
covers of several books by Prof. Rao and his associates,
including translations of the books to foreign languages.

Radomir S. Stankovié, Jaakko T. Astola
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Interview with K. R. Rao

People working in spectral methods, they all know your name. But usually we simply
say K. R. Rao, and not the full name. So in Serbian we will say K R Rao. But could you
please tell us about your name, and your origins, where you started from, and so on.
We know that you are now for many years in Texas, but is this the place where you
were born, or how you started. So, please, tell us about your first years and your
primary education, and your remembering of your professors or teachers and
colleagues.

Yes, my full name is Kamisetty Ramamohan Rao. To simplify for everybody to follow
that professionally | changed the name to K.R. Rao. | was born in Madras and grew
up in a small town (Proddatur) grew up there, went to the elementary school, junior
high and highschool there and after high school | went to Madras, India that is a city,
now it is called Chennai one of the major cities in India where | did my intermediate for
2 years, and after that went to the Engineering college, Guindy which is a four-year
college, majoring in electrical engineering.

Our parents are blessed with 11 children (I am the eldest.). They provided all of us
with excellent education and helped us with good careers. After that | worked with
some private companies in India (Andhra Pradesh one of the states) till 1957, and
that is when | left that job and career to come to the United States. | was awarded a
Fulbright travel grant, which took care of my travel from India to the United States and
back. Then | joined the University of Florida in Gainesville, initially. | was majoring in
power systems at that time, and there was not a very good program there, so they
moved me to University of Wisconsin, Madison, Wisconsin. | was there for one
semester and | was short of funds so | went back to University of Florida where they

11




Reprints from the Early Days of Information Sciences

offered me assistantship. Before | left for US, | was happily married with one child,
and when | left for US in September 1957, we had a 10 month old baby, the son
Ramesh. My wife's parents kindly took care of our son Ramesh for 5 years. A year
later my wife Karuna joined me, and | did two masters in engineering at the University
of Florida, one in electrical engineering, and another in nuclear engineering. At that
time my wife went to high school there, in Gainesville, Florida, and in 1960 we moved
to University of California at Berkley for the Ph.D program. My wife also went to high
school there, in Berkley and also graduated from the high school at that time. Then,
my wife was expecting a baby, so we moved after one year in Berkley to Whitworth
College in Spokane, Washington as a lecturer. We stayed there for nine months. My
wife had the baby, second one is a daughter, Sasirekha and in June of 1962, we went
to Indiawith the option of essentially starting a career either in education or industry
in India. However after two months in India | went back to USA. My wife was in India
along with our two children (Ramesh and Sasirekha) staying with her parents in
Hyderabad.They came back to the United States a year later. | started my doctoral
program at the University of New Mexico, Albuquerque in 1962.

12
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In 1966, | received my PhD degree in electrical engineering and then we all moved to
University of Texas at Arlington to start my educational career. In Arlington, Texas.
Both our children went to high school, junior high and high school and then
graduated from Arlington high school. My wife went to nursing program and explored
number of opportunities/jobs/careers.

From 1966 to till present | have been in the University of Texas at Arlington, going
through various promotional changes. We essentially grew up along with the
University. The University at that time had only 11 000 students, at the time it started
a master's program, and now it has 34 000 students, PhD programs in several areas,
lots of weltknown faculty, research projects and programs, so forth, various
research centers, and a number of buildings, facilities, labs, equipment, etc. It has
grown up now to be a major university in the state of Texas, and in fact, in the nation.
In 1969 | was promoted as an associate professor and in 1973 as a full professor in
the University.

When | was at the University of New Mexico, Albuquerque, | was closely associated
with professor Nasir Ahmed and then we both were interested in the Walsh
functions, Hadamard functions, applications of Walsh functions, spectral methods,
power spectral invariant systems, and the Hadamard transform, Walsh transform,
fast algorithms, and the length from, say 4 to 8, 8 to 16, so forth, both forward and
inverse Hadamard transforms and that was also called BIFORE, Binary Fourier
Representation. We published many papers related to Walsh functions and their
applications in signal processing. The results are called Hadamard transform. And
then various versions of that, complex Hadamard transform, generalized transforms,
generalized Walsh functions and sequency which is similar to the frequency,
sequency is related to number of sign changes per the unit interval, and is the basis
for sequency spectra.

13
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How you discover this subject? Who introduced it to you?

That was Walsh, | would not say it discovery, we were exposed to Walsh
functions, through the publications of Harmuth. We explored that in detail
and from that we developed some important properties such as the
translation invariant sequency spectra, power spectra, power spectral
methods, applications of the power spectra, the Hadamard transform,
Fourier transform, in the signal processing arena. Both Dr. Ahmed and |
essentially published in well known refereed journals, related to Walsh
functions, Hadamard transform, and their related aspects.

In 1974 it was Dr. Ahmed who pioneered the discrete cosine transform. The
DCT was published in the IEEE Transactions on Computers as a letter in
1974, its properties, power spectra and then also fast transforms via the
wellknown discrete Fourier transform.

N. Ahmed, T. Natarajan, and K. R. Rao, "Discrete Cosine Transform", IEEE Trans.
Computers, 90-93, Jan 1974.
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Also Dr. B.G. Lee developed a faster algorithm similar to radix-2 DIF- FFT.

That was the fastest algorithm involving real multiplications and additions. After this
various versions of thefast discrete transforms tailored for specific
architectures/specific platforms have been developed. Later on as things
progressed, DCT has been a major component, major function and major operation
in the weltknown Joint Photographic Experts Group (JPEG) .We understand in
developing the JPEG, which was both ISO/IEC and ITUT-standard, several different
algorithms were proposed. Some using a different transform, prediction-based and
so forth, but looking at the overall complexity, performance, visual quality at various
levels, bit rates and different color formats, the Standards group chose the
DCT-based JPEG standard. In the baseline profile, the DCT is mandatory and that
was essentially used, what we now call the JPEG files.

Subsequently, DCT has been utilized in other video encoding standards such as the
MPEG 1, MPEG 2, and MPEG 4 for video conferencing, video phone and then, also,
some modified versions, like modified DCT, which has been instrumental in
developing the so- called MP3 audio.

W.-H. Chen, C. H. Smith, and S. Fralick, "A Fast Computational Algorithm for the Discrete
Cosine Transform", IEEE Trans. Communications, 25, 1004 -1009, Sep 1977.

B. G. Lee, "A new algorithm to compute the discrete cosine transform", IEEE Trans. Signal
Processing, Vol. ASSP-32, 1243-1245, 1984.

15




Reprints from the Early Days of Information Sciences

At that time we felt that we had a publication but of course that development
received lots ofinterests from the research, professional and academic
communities, and that is when we realized it was an important milestone in the
general area of discrete transforms in particular and in general in the signal
processing field. So, from then on we looked at other related transforms such as the
complex Hadamard transform, generalized discrete transforms, including but not
limited to the Discrete Fourier transform. Multidimensional DCT, power spectra,
convolution, correlation theorems dealing with the DCT, inverse DCT, fast
algorithms both for forward and inverse, and as well what is called the scalable
properties from 4 to 8, 8 to 16, and 16 to 32.

Dr. Nasir Ahmed was essentially instrumental in coming up with the idea of the
discrete cosine transform, and that was when we contributed to its development and
its deployment in the industry. Applications especially in data compression, bandwidth
reduction and bit rate reduction at that time adopted by the company Compression
Labs which was subsequently acquired by VTEL.

Compression Labs was the only one which tried the DCT in the video encoding
arena and Dr. Chen developed the fast algorithm for the DCT.

N. Ahmed, "How | came up with the Discrete Cosine Transform", Digital Signal Processing,
Vol. 1, No. 1, 1991, 4-5.
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Subsequently other versions of the DCT like integer DCT, integer modified DCT,
directional DCT and so forth, have been utilized in other standards such as the MPEG
4, part 10 which is also alled H.264 advanced video coding developed for the JVT
(Joint Video Team). In that, DCTs of size 4 by 4 or 8 by 8, have been utilized. In the
MPEG 4 part 2 video where there are video object plane, scalable coding and so forth
the standard 8 by 8 DCT has been utilized. More recently now larger size integer
DCTs including 16 by 16 and 32 by 32 are essentially being looked into in high
efficiency video coding, next generation video coding. This is supposed to lead to
what they call initially the head start to H.265 (not official). It has a number of
additional operations, such as mode dependent directional transforms, directional
motion estimation, motion compensation, and large size motion estimation blocks,
motion vectors aimed at applications such as ultra high definition TV, digital cinema,
super resolution high definition television, and so forth. This was developed as a
committee draft in March 2011 and now is in various stages, working draft, final
working draft, draft international standard, final draft international standard, and
finally leading to international standard. This is supposed to reach the international
standard of United States towards the end of 2012, or early 2013. The importance is in
again choosing the integer version of large size DCTs as a major functional block in
the overall encoder and of course the inverse operations, inverse integer DCTs in the
decoder. One special advantage of the integer DCT is the integer arithmetic,
therefore, there is no, what we call drift or a mismatch inboth forward and backward
integer DCTs, which was of some problem or concern in the standard DCTs. DCT was
implemented in the DSP chip, in software, and later on many companies developed
DSP chips dedicated for DCT, and as the technology and the logic cycles, chip
development storage capabilities so forth have increased, and went into submicron
technology, then, the entire, encoder/decoder, video, audio,

17
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multiplexing, control signals, signaling, video from acquisition in analog to digital
format and format as luminance and color difference and different formats such as
the 444, 420, 421,411. Then going through the encoder, all the functions involved in
the encoder such as the transform, motion estimation, motion compensation and
prediction, transform, quantization, perceptual weighting and then the entropy
encoding, variable encoding of this transform functions various order, motion
estimation, motion vectors, different overhead, controlling factors, and then all the
decoding operations, final inverse operation to and from different color formats YIQ,
YUV to RGB and then finally for display purposes.

Now all this can be implemented even at HDTV resolution in one single chip
(encoder/decoder). We are very happy that the discrete cosine transform DCT and its
various versions, modified DCT, integer DCT, modified integer DCT, directional DCT,
all of this at different sizes, forward transform, inverse transform, fast algorithms, and
also multidimensionalDCTs, and then 4, 8, 16, 32 size DCTs, all of this have
contributed significantly to the overall video, audio and images compression/coding,
yes, what we now call the multimedia communications devices. So we are happy to
see this. We hope there will be further developments, and further applications to this
very challenging and interesting field.

There are also, other transforms like the complex Hadamard transform, it has also
found applications in the general signal processing arena and our colleagues,
professor Roumen Kounchev and professor Romiana Koucheva, they can also give
their various contributions, in the general field of complex Hadamard transform and
their applications in the signal processing arena.

18
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Can you, please, tell us how it was organized the work with Professor Ahmed? How
you used to work, do you work during the early morning or late at night, how it was this
research done, did you use much computers or maybe you use ordinary typewriters to
prepare your book and such things, how it was at that time?

Professor Ahmed was already there at the University of New Mexico, Albuquerque,
when | joined. He studied the masters and then he was starting on his PhD. So we
were together for four years in New Mexico, Albuquerque, that is when we worked
together. We worked both late in the night and again early mornings and that is when
we developed mutual interests in the Walsh functions, Walsh transform, BIFORE
transform, complex Hadamard transform and as well as the generalized discrete
transforms, their fast algorithms and basically their applications. At that time we were
using what you call the IBM machines and the IBM computer cards to write the
programs mostly at that time in Fortran 77.

Fortran 77 was the most popular one. So we had to wait till the next day to receive our
IBM cards and submit the program using the IBM cards. So at that time card
machines, card punching operations were very popular. Also, we used the IBM
electric machines for typing. In fact, to prepare my presentations, both my wife and
our childen helped me using the IBM electric to type the papers, dissertation etc.
They spent all nights helping me with that.

Professor Ahmed for the first time was exposed to Walsh functions when he went to
work for Honeywell, where he met and worked with Ferd Ohnsorg,
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who had developed the BIFORE transform. Professor Ahmed joined Honeywell in

January 1966 and left for Kansas State around July of 1968. As such, we initiated

our collaboration in this area during this time frame, and we used to regularly attend
the annual Walsh Functions symposia organized by Prof. Harmuth at the Catholic

Univ. in Washington, D.C.

In January 1966 Professor Ahmed graduated from the University of New Mexico
(UNM). | received the Ph.D from UNM in June 1966 and immediately moved with my
family to University of Texas, Arlington. At that time it was still called Arlington State
College. Then in September 1966, they changed the name to University of Texas at
Arlington and started the masters program in three areas in engineering.

Ohnsorg, F.R., "Binary Fourier representation”, 1966 Spectrum Analysis Techniques
Symposium, Hooneywell Research Center, Hopkins, Minnesota, USA.
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Could you, please, tell us how was the cooperation with other colleagues working
in the field of Walsh functions at the beginning? Did you meet Professor Harmuth
or did you use to meet each other at conferences?

Yes, Professor Harmuth. | met him several times, mainly in Washington DC,that is
when he used to organize every year Walsh functions conference. We (Dr. Ahmed
and |) used to attend those conferences and present papers there. Also we used to
meet and discuss with Professor Harmuth who gave us many ideas, many solutions in
developing the Walsh functions and their applications in different fields. So he was our
inspiration. He was our guide, and he was our what we can call, the source for
developing the various Walsh functions and applications.

How about cooperation with researchers in India? Did you keep the links there, or are
there workings in this field?

Well, the researchers in India, | myself have connected with them through workshops,
tutorials, in many countries, now more than 100, including India, and then there were
other researchers who used the Walsh functions, Walsh Hadamard functions,
BIFORE transform, and its various versions, again, the general signal processing
arena. They directed a number of theses, the dissertations. Among the faculty, the
most notable one | canhink of is Dr. H. B. Kekre from NT, Bombay. Our publications,

tutorials, workshops, seminars, invited papers, keynote speeches, have received
wide attention, and also have attracted the researchers in this field.

21
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Did you have links with research in Soviet Union, East Europe at that time?
Did you had any access or it was not so easy to get literature that was
published there?

No, in Soviet Union the access/communications were difficult. Similarly in
Eastern Europe. Except,ie research/academic community in the Eastern
Europe, they had access to all of our publications. They utilized the
publications to further the field and also to extend the applications.

How it is now? Do you have cooperation with East Europe now? | am really
glad that you came here in Nis, Serbia, and not for the first time.

Well yes, Professor Bojkoviécame about 4-5 times to University of Texas,
Arlington, as a visiting professor, visiting scholar, staying as you know for
different periods. | also visited him in Serbia about three times. He is highly
motivated and dedicated to research.

Remark by Prof. Bojkovi¢
Thirty years ago | started with Arlington, thirty years ago....

Thirty years. Yes. So we were very fortunate to have professor Bojkovi¢ and
also forhis contributions to this field and then because of him we have
about 4 books, including one in multimedia communications, which have
received extensive coverage and also, Indian editions, and paperback
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editions. | still hope to have this cooperation with professor Bojkovi¢ and his doctoral
students, such as Milovanovi¢. Similarly, Dr. Vladimir Britanak from the Academy of
Sciences in Slovakia, he also visited my lab. We published several papers related to
modified DCT, modified discrete sine transform and the various versions of that, a
number of fast algorithms. We also have published a book Dr. Vladimir Britanak from
Slovakia, Dr. Patrick Yip from Canada and | are the three authors of the book.
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N. Ahmed, T. Natarajan, K.R. Rao, "Discrete Cosine Transform”
IEEE Trans. Computers, January 1974, 90-93.

First page of

N. Ahmed, K.R. Rao, "Spectral Analysis of
Linear Digital Systems using BIFORE”
Electronic Letters, 2, 1970, 43-44.
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If only the L values Rg through Ry -y are required, then it can be
seen by comparing (15) and (11) that the new algorithm will require
fewer multiplications than the FFT method if

L <1L2(1+logg M)
and will require fewer additions if
L < 56(1+loga N). (16b)

Thercefore, we conclude that the new algorithm will generally be more
efficient than the FFT method if

(16a)

N< 128 (17a)
or
L < 10(1 + loga N). (17b)
CORCLUSION
A new algoril for p lation of a block of sampled

g the
data has been presented. [t i II a direct method which trades an in-
creased number of additions for a decreased number of multiplications.
For applications where the “cost” (e.g., the time) of a multiplication is
greater than that of an addition, the new algorithm is always more com-
putationally efficient than direct evaluation of the correlation, and it is
generally more efficient than FFT methods for processing 128 or fewer
data points, or for calculating only the first L “lags" for L < 10 logy 2N.
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Discrete Cosine Transform
N. AHMED, T. NATARAJAN, anp K. R. RAO

cosine transform (DCT) is defined and an algo-
rithm to compute it using the fast Fourier transform is developed. It is
mmnwmmwmmmmhmhﬂumof
digital p g for the purp of pattern recognition and Wiener
mmpmmlunmpuﬁudmmohdmdw
transforms and is found to compare closely to that of the Karhunen-
Loéve transform, which is known to be optimal. The perf: of
the Karh Loéve and discrete cosine s mll.nlo\ll'ldto
compare closely with respect to the rate-distortion criterion.

Index Terms—Discrete cosine sform, di: Fourier {
feature selection, Haar f Loéve f rate dis-
tortion, Walsh-Hadamard transform, Wiener vector and scalar filtering.
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INTRODUCTION

In recent years there has been an increasing interest with respect to
nﬁnsanhuofommmnl uanafnmslndlemm:mufdugim
signal dd itself ds two
prablmm anodaml with Imogn processing, namely, pattern recogni-
ﬁon[l]dehnerﬁlmhs[l]

In pattern it | fi enable a tible
transformation from the pnmm space to a reduced dimensionality
feature space. This allows a classification scheme to be implemented
with substantially less features, with only a small increase in classifica-
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versity of Texas at Arlinl:on, xﬂhﬂm. Tex. 76010, Enatnesing, Un

IEEE TRANSACTIONS ON COMPUTERS, JANUARY 1974

In discrete Wiener filtering applications, the filter is i by an
(M X M) matrix G. Theea‘limat:Xoi‘dmvectoinsshmhsz
where Z=X+N md Nis lhe noise vector. This implies that approxi-
mately are ired to I X. Useof
owﬂmsonal transforms ynelds a G in \Iﬂlll.‘.h a substantial number of

are small in itude, and hence can be set equal
to zero. Thus a significant reduction in computation load is realized at
the expense of a small increase in the mean-square estimation error.

The Walsh-Hadamard fi (WHT), discrete Fourier
{DFT), the Haar transform (HT), and the slant transform (ST}, have
been considered for various applications [1], [2], [4]=[9] since these
are orthogonal transforms that can be eamputed using fast Ilgorllllms
The of these d with that
of the Karhunen-Loéve tzansl'crm [KLT‘.I ‘which is knovm to be optimal
with respect to the following i distribu-
tion [ 1], estimation using the mean-square error criterion [2], [4], and
the rate-distortion function [5]. Although the KLT is optimal, there is
no general ulgomhm that enablu its fast computation [1].

In this cosine fi (DCT) is intro-
duced along with an algormun that enables its fast computation. Itis
shown that the perf of the DCT maore closely to that
of the KLT :ellu've to the performances of the DFT, WHT, and HT.

DiscreTe CosiNE TRANSFORM

The DCT of a data sequence X(m), m = 0, 1, -+, (M- 1) is defined
as
M-t
c;,,w)-£ 3 Xtm)
M
2 M1 (2m+ 1) kN
Gelk)=— 3 X(m)eos————, k=1,2,---,(M-1) (1)
M=, wm

where Gy(k) is the kth DCT coefficient. It is worthwhile noting that
the set of basis vectors { 1/3/2, cos ((2m + 1) k/(2M) } is actually a
class of discrete Chebyshev polynomials. This can be scen by recalling
that Chebyshey polynomials can be defined as [3]

- 1
Toltp) = ﬁ
Tlep) = cos (k cos™gp),

where T(tp) is the kth Chebyshev polynomial.
Now, in (2), &p is chosen to be the pth zero of TM[(). which is given
by [3)

kp=1,2,- M 2

(2p-1n
- —_— .1.2|"',M- 3
tp = cos PY7, r 3)
Substituting (3) in (2), one obtains the set of Chebyshev polynomials
oo =—
olp. 7
~ (2p - kN
T = —_ kp=1,2,--- M 4
k(p) = cos Y™ r=12 (]

From (4) it follows that the T(p) can equivalently be defined as

1
To(ml-\Ti
Im+ 1)k0
TMP‘WL k=1,2,-+, (M= 1),
m=0,1,--- . M-1 (5)

Comparing (5) with (1) we conclude that the basis member cos ((2m +




CORRESFONDENCE

1)kM)/(2M) is the kth Chebyshev polynomial Ty(£) evaluated at the
mth zero of Tydf).

Again, the inverse cosine discrete transform (ICDT) is defined as
(2m + 1)kn

1 M-1
Xim) = = Gul0)+ 3 Gulk) cos———

Vi =
mE0, 1,5, (M-1). (6)

We note that applying the orth I property [3]
M2, k=1=0
Z Tyom) Ty m ={ M2, k=140 m
0, kel

to (6) yields the DCT in (1}.

If (6) is written in matrix form and AkﬂmeN'.lmtﬂx that de-
notes the cosine fi then the orth can be
expressed as

a\".\»f-: 1] (8)

where A?k the transpose of A and [[] is the (M X M) identity matrix.
MoTIvATION
The motivation for defining the DCT is that it can be demonstrated

that its basis set provides a good approximation to the eig

of the class of Toeplitz matrices defined as
1 P o oM
e 1 p s M

v= | 0<e<t @

oM M2 S 1

For the purp of ill ion, the eig of ¢ for M = B and

p = 0.9 are plotted (see Fig. 1) against

L o ame orn
vz T

k-l.l"'.?.ﬂl‘ﬂ.l.“'.'f} [$10]

which constitute the basis set for the DCT. The close resemblance
(aside from the 180" phase shift) between the eigenvectors and the set
defined in (10) is apparent.

ALGORITHMS
1t can be shown that (1) can be expressed as

M-
Gx(')}'% 2' X(m)
m=0

= 2 Loy 24 -
Gk “m{e( "‘&mw }
k=1,2--+,(M=1) (11)
‘where
W= Mo
Xm)=0, m=M,(M+1),---, (2M-1)

and Re {-} implies the real part of the term enclosed. From (11) it
follows that all the M DCT coefficients can be computed using a 2M-
point fast Fourier transform (FFT). Since (1) and (6) are of the same
form, FFT can also be used to compute the IDCT. Similarly, if a dis-
crete sine transform were defined, then the Re {-}in (11) would be re-
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Fig. 2. Transform domain variance; M = 16, p = 0.95.

placed by Im {-], which denotes the imaginary part of the term
enclosed.

COMPUTATIONAL RESULTS

In image i licati ilh{’}, ides a useful model for
the data i matrix ding to the rows and columns of
an image matrix [6], [7]. The covariance matrix in the transform
domain is denoted by ¥ and is given by

v=ay AT (12)
where A is the matrix rep tion of an orth
mlA‘hIhaoomplumnhlahof& melli)ltfollmamw
can be computed as a two-di of .

Feature Selection
A criterion for eliminating fi (ie., i of a

vector), which are least useful for classification purposes, was developed
bra\ndmvs [1]. It states that features whose variances (ie., main
1 el of W) are relatively large should be retained. (Fig. 2
should be retained.) Fig. 2 shows the various variances ranked in de-
g order of magnitude. From the infc tion in Fig. 2 it is
apparent that relative to the set of orthogonal transforms shown, the
DCT compares most closely to the KLT.

Wiener Filtering

The role of orthogonal transforms played in filtering applications is
illustrated in Fig. 3 [2]. Z is an (M X 1) vector which is the sum of a
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Fig. 3. Wiener filtering model.

TABLE |
OF VARIOUS TRANSFORMS FOR SCALAR WIENER FILTERING; p = 0.9

MEAN -5 Erron F
M
Transform 2 4 8 16 32 64
Karhunen-Loéve 0.3730 0.2915 0.2533 0.2356 0.2268 0.2224
Discrete cosine 0.3730 0.2920 0.2546 0.2374 0.2282 0.2232
Discrete Fourier 0.3730 0.2964 0.2706 0.2592 0.2441 0.2320
Walsh-Hadamard 0.3730 0.2942 0.2649 0.2582 0.2582 0.2559
aar 0.3730 0.2942 0.2650 0.2589 0.2582 0.2581

Fig. 4. Mean-square error perf

vector X and a noise vector N. X is considered to belong to a random
process whose covariance matrix is given by ¢ which is defined in (9).
The Wiener filter G is in the form of an (M X M) matrix. A and 4™
represent an orthonormal transform and its inverse, ively, while

ent values of M for the case p = 0.9 and a signal-to-noise ratio of unity.
From Table 1 it is evident that the DCT comes closest to the KLT

fdmmsﬁe:tﬁm:hufk.uﬂnglﬁgwmmmuﬁm
We restrict our attention to the case when G is constrained to be a
diagonal matrix Q. This class of Wiener filters is referred to as scalar
filters while the more general class (denoted by G) is referred to as
vector filters. The additive noise (see Fig. 3) is considered to be white,
zero mean, and uncorrelated with the data. If the mean-square estima-
tion error due to scalar filtering is denoted by eg, then eg can be
expressed as [4]
1M wis,s)
eg=1-—

— a3
”E Ve, 1+ W5, )

where ¥, and ¥, denote the sform domain i ices of
the data and noise, respectively. Table 1 lists the values of eg for differ-

which is optimal. This infe ion is | d in terms of a set of
perfi curves in Fig. 4.
ADDITIONAL CONSIDERATIONS
In lusion, we p the perfi of the DCT with KLT,
DFT, and the identity using the rate-di i iteri
[5]. This perfs iterion provides a of the infi i
rate R that can be achieved while still ining a fixed distortion D,
for ding purp Considering Gaussian sources along with the
mean-square error criteri the rate-di jon perfi
is given by [5]
1 M oj
R4, D)= — 0,In|— 14
(4, D) m}gm-x{ (o)} (143)




CORRESPONDENCE

[+] oz 04 [+X.] o8 Lo

Fig. 5. Rate versus distortion for M = 16 and p = 0.9,

1M
D= —
- E min (8, ;) (14b)

where 4 d the orth 1 fi i mdtheﬂjmﬂle
main diagonal terms of the fi domain matrix ¥
in(12).

The rate-distortion pertaining to M = 16 and p = 0.9 is shown in
Fig. 5, from which it is evident that the KLT and DCT compare more
closely than the KLT and DFT.

SuMMARY
It has been shown that the DCT can be used in the area of image
ing for the p of feature selection in pattern recognition;

mﬂnﬂarnrpowmmum 1ts performance compares closely with
that of the KLT, which is considered to be optimal. The performances
of the KLT and DCT are also found to compare closely, with respect
to the rate-distortion criterion.
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Minimization of Linear Sequential Machines
CHI-TSONG CHEN

Abstract—An algorithm is presented to minimize linear sequential
machines to reduced form.

Index T Algorithm, li 3 inimization, red i
ehhe.ladmﬁon.nqmﬂalmchhe.

1. INTRODUCTION
The minimization of a linear ial machine to a reduced form is

an important topic and is discussed in many texts [1]-[4]. The mini-
mization procedure presented in [1]-{4] is as follows. Let {4, B, C, D}
be an n-dimensional linear machine over GF(p), and let r, with r < n,
be the rank of the diagnostic matrix K & [C'A'C’--- (4" CT,
where the prime stands for the transpose. Define an r X n matrix T
consisting of the first r linearly independent rows of K, and an n X r
matrix R denoting the right inverse of T so that TR = I. Then the linear
machine {TAR, T8, CR, D}intoduoedfomof[& B,C,D}. In this
an ithm will be i duced to find a special set of
rlimrlvindependentmminx A reduced machine can then be read
out from this algorithm without the need of inverting any matrix.

Furtt the reduced machine will be in a canonical form.

Il. ALGORITHM

Let Cbe a g X n matrix, and let ¢; be the ith row of C. The diagnostic
matrix of {4, B, C, D} will be arranged in the following order:

(3]

Now an algorithm will be introduced to find the first  linearly indepen-
dent rows in P. This is achieved by a series of elementary transforma-
tions. Let

KKy - KK P AKP @)

where K; are lower g rices with all di 1 el unity,
and are obtained in the following manner. Let py{j) be the first non-
zero element from the left in the first row of P, where j denotes the
position. Then K, is chosen so that all, except the first, elements of the
Jth column of KyP are zero. Let py(l) be the first nonzero element
from the left of the second row of K, P. Then K is chosen so that all,
except the first two, elements of the /th column of K, K, P are zero.
Proceed in this manner until all linearly independent rows of P are
found. Note that in this process, if one row is identically zero, then
proceed to the next nonzero row. By multiplying these Kj, we obtain
K=K.XK,, - K;K,. Note that KP will be finally of form

Manuseript received I-'abmlry 21, 1913 lemd M.IJ 21, 1973,
The author is with the D; Sta

te Uni-
versity of New York, Stony ﬁmok.nv 11790,




SPECTRAL ANALYSIS OF LINEAR DIGITAL Ppower spectra are
SYSTEMS U:tl:ﬂ BIFOR Po=BA(0) Py=Bi(2)+B20),
A specra analyis of m,a:ra.w e wing wrous s T B b8 " n
| putgad Jpact. An of Walsh data Fourier
ormmmumnmnmm Trequency— 1 il = lowi
|n¢yclwml'to¢‘lh data, is lnlly-d.mwm m“:(ﬁl- B el <
humimtm The object of this letter is to carry out a spectral
of linear digital systems using BInary FOurier REpre- BIFORE COMP F S
sentation (BIFORE) and to analyse
structure of the BIFORE power spectra. B.(0) 0 o
1) 4 7
wieoRE or Hadamard iransform: mrore or Hadamard trans- %{l,m 2 3
form*: ? (b.t. or h.t.) of an n-periodic sampled data B.(3) 2 4
(<R = (x(0), x(1), X2, .., xta=1) ) . -
where prime denotes transpose of a matrix and k = log, n is ::% ; :
X
O {0 Y O

{Ba(k)} = {3-(013-(!). vy Beln—=1)} and H(k) is an nxn
Hadamard matrix. The signal can be recovered uniquely by
the inverse b.t.; ie.

{0} = [HEKBKY} . . . . . . . @

HH' = nl{k) where I(k) is an nx n unit matrix. Analogous

to the fast Fourier transform® (f.f.t.), fast BiFoRE transform*: *

(f.b.t. or L.h.t) has also been developed.
Using the shift th

m=1,23..k . . (3

to its harmonic content, which follows.

Frequency siructure of power spectra: When n =8, the

A based on some of this material was presented at the Jrd Asilomar
on Circaits and Sysiems, Pagific Grove, Calil,, USA, December 1969

S N S N NS DU S —
Ty My Ry Ky g Xg Xy "81
‘Walsh functions and Fourier

Fig.1 Fourier h Walsh 1
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-
—

1 1 1 1 =1 -=1-1 -1

1 -1 -1 1 1 -1 -1 1

1 -1 -1 1 -1 1 1 =1]

1 =1 1 =1 1 =3 1:-=1

Denote F(P,) as the frequency content of spectral point Py,

F(Pa)=0 F(P3)=1,3 F(P)=2 F(P,)=4
or, in general, for any n where n = 2*
F(Pg) =0

FP) = 1.3,5,...,(% _.)
F(Paei) = 2,6,10, ., (—g; 4 )

FPy_z) = 4,12,20, ..., (% = )

FP) =5

Thus each spectral point represents the power content of a
group of frequencies rather than that of a single frequency
as in the case of Fourier spectra. The grouping,
however, is not arbitrary. From egn. 4 one can observe that
each group contains a fundamental and the set of all odd
harmonics relative to that fund This

row of
Hadamard
matrix
{
«~ H(3,1)
« H(3,5)
+~H(3,T
«~ H(3,3)
« H(3,4)

+ H(3,8)
+ H(3,6)

«~ H(3,2)

Sampled data of Walsh functions

and Hadamard matrices forn =8

ELECTRONICS LETTERS 22nd January 1970 Vol 6 Ne. 2
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Nasir Ahmed

EDUCATION

Ph.D., University of New Mexico,
Albuquerque, NM, 1966

M.S., University of New Mexico,
Albuquerque, NM, 1963

B.S., University College of Engineering,
Bangalore, India, 1961

EXPERIENCE

1/01/01-present: Retired (Emeritus)
Presidential Professor of Electrical &
Computer Engineering, University of New
Mexico 1/17/96 -12/31/00

Presidential Professor and

Associate Provost for Research and

Dean of Graduate Studies,
University of New Mexico (UNM):

HONORARY AND PROFESSIONAL
SOCIETIES

Fellow, Institute of Electrical and

Electronic Engineers, since 1985,

for contributions to digital signal processing
and engineering education.

Member, American Society of

Engineering Education.

Member, Sigma Xi.

Interview with K. R. Rao

Peas
Azzy B 4

FUNDAMENTAL RESEARCH
CONTRIBUTION

Played a pioneering role in the
development of orthogonal transforms for
compressing video data. In particular,
Ahmed was the leading author of the
discrete cosine transform (DCT),which
was published in the IEEE Transactions of
Computers in 1974. The DCT is now the
most widely used transform in numerous
research and commercial applications
(e.g., high-definition digital television,
videophones, teleconferencing, image
transmission via the internet, multimedia
systems).
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How | Came Up with the Discrete Cosine Transform

Nasir Ahmed

Electrical and Computer Engineering Department, University of New Mexico,

Albuquerque, New Mexico 87131

During the late sixties and early seventies, there
was a great deal of research activity related to digital
orthogonal transforms and their use for image data
compression. As such, there were a large number of
transforms being introduced with claims of better per-
formance relative to others transforms. Such compari-
sons were typically made on a qualitative basis, by
viewing a set of “standard” images that had been sub-
jected to data compression using transform coding
techniques. At the same time, a number of researchers
were doing some excellent work on making compari-
sons on a quantitative basis. In particular, researchers
at the University of Southern California’s Image Pro-
cessing Institute (Bill Pratt, Harry Andrews, Ali Ha-
bibi, and others) and the University of California at
Los Angeles (Judea Pearl) played a key role. In this
regard, the variance criterion and the rate distortion
criterion were developed and used extensively as per-
for for evaluating image data com-
pression. In addition, the Karhunen-Loeve trans-
form (KLT) evolved as the optimal transform for com-
parison purposes. With this as background, I can now
address the DCT issue.

What intrigued me was that the KLT was indeed
the optimal transform on the basis of the mean-
square-error criterion and the first-order Markov pro-
cess model, and yet there was no efficient algorithm
available to compute it. As such, the focus of my re-
search was to determine whether it would be possible
to come up with a good approximation to the KLT
that could be computed efficiently. An approach that
I thought might be worth looking into was Chebyshev
interpolation, a neat discussion of which was available
in a text book (Computer Evaluation of Mathematical
Functions, by C. T. Fike, Prentice-Hall, 1968, Sec-
tions 7.4 and 7.5). This was in early 1972, and I wrote

a proposal to the National Sei F dation (NSF)
1051-2004,/91 $1.50
Copyright © 1991 by Academic Press, Inc.

All rights of reproduction in any form reserved.

to study a “cosine transform” using Chebyshev poly-
nomials of the form

Tolm) = (1/N)'?, m=1,2,...,N

(2m — 1)kr

Ti(m) = (2/N)"2cos oN s

k=1,2...,N.

The motivation for looking into such “cosine func-
tions” was that they closely resembled KLT basis
functions for a range of values of the correlation coef-
ficient p (in the covariance matrix). Further, this
range of values for p was relevant to image data per-
taining to a variety of applications.

Much to my disappointment, NSF did not fund the
proposal; I recall one reviewer's comment to the effect
that the whole idea seemed “too simple.” Hence I de-
cided to work on this problem with my Ph.D. student
Mr. T. Natarajan and my friend Dr. Ram Mohan Rao
at the University of Texas at Arlington. In fact, I re-
member dedicating the whole summer of 1973 to work
on this problem. The results that we got appeared too
good to be true, and [ therefore decided to consult
Harry Andrews later that year at a conference in New
Orleans. We were both invited speakers at a session
on Walsh Functions. Harry suggested that I check out
the performance of this “‘cosine transform™ using the
rate distortion criterion. He then sent me the com-
puter program to do so. The results again showed that
this transform performed better than all the others,
and its performance compared very closely with that
of the KLT. When I sent the results back to Harry
Andrews, he suggested that I publish them. As such, I
sent them to the IEEE Computer Tr tions, and
the paper was then published in the January 1974
issue. I recall that we decided to send it in as a corre-
spondence item in order to get it published with mini-




mum delay. Little did we realize at that time that the
resulting “DCT” would be widely used in the future!
It is indeed gratifying to see that the DCT is now
essentially a “standard” in the area of image data
compression via transform coding techniques.

NABmMiMEDmbmntmplnu,lndh.m 1mum
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Reprints from the Early Days of Information Sciences

Publications of Professor Nasir Ahmed with Dr. T. Natarajan

A.Book

N. Ahmed & T. Natarajan, Discrete - Time Signals and Systems, Reston, (a
subsidiary of Prentice Hall), Reston, VA, 1983; translated into Japanese.

B. Refereed Journals and Conference Papers/Presentations

1.N. Ahmed and T. Natarajan, K. R. Rao, "Discrete cosine transform",
IEEE Trans. Computers, Jan. 1974, 90-93.

2. N. Ahmed and T. Natarajan, "On logical and arithmetic autocorrelation
functions"|[EEE Trans. Electromag. Compat., Aug. 1974, 177-183.

3.N. Ahmed and T. Natarajan, "Interframe transform coding of picture data", Proc.
9th Asilomar Conf. on Circuits, Systems and Computers, Nov. 1975.

4.N. Ahmed and T. Natarajan, "On generating Walsh spectrograms”,
IEEE Trans. Electromag. Compat.,Nov. 1976, 198-200.

5. N. Ahmed and T. Natarajan, "Some aspects of transform coding of multispectral

scanner data", Proc. 10th Asilomar Conf. on Circuits, Systems and Computers,
Nov. 1976.

6. T. Natarajan and N. Ahmed, "On interframe transform coding",
IEEE Trans. Communications, Nov. 1977, 1323 -1329.

7. T. Natarajan and N. Ahmed, "Performance evaluation for transform coding using
a nonseparable covariance model", [EEE Trans. Communications, Feb. 1978, 310-312.
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Interview with K. R. Rao

Dr. T. Raj Natarajanis currently the
CEO of Forum Communication
Systems, Richardson, TX which he
co-founded in 1991. Forum is the
leading manufacturer of Audio
Conferencing and Emergency Alerting
systems. He got his Ph.D degree from
Kansas Sate University in 1976. He was
the co- founder and VP of Engineering
at DSP Technology Corp., Carrollton,
TX from 1985 to 1991. His previous
experience includes senior positions at
Atlantic Richfileld Oil Co., Mead Office
Systems, and Texas Instruments. He is
the holder of three U.S. patents and is a
co-inventor of the DCT transform
technique which is part of the
international standard for video
compression. He is the co-author with
Prof. Nasir Ahmed of a text book
"Discrete-Time Signals and Systems,
published by Reston Publishing.
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Collaborators and associates of Prof. K.R. Rao

Prof. Roumen Kountchev of Technical University of Sofia, Bulgaria isa
collaborator of Prof. K.R. Rao, that was present while we talked with Prof.
Rao. We used the opportunity to ask him about his work in Spectral
techniques and especially about the joint work with Prof. Rao. It was nice to
learn that Prof. Kountchev has been working with Prof. Leonid Yaroslavsky, a
regular visitor of Tampere International Center for Signal Processing.

Prof. Zoran Bojkovi¢ of Faculty of Transport and Traffic Enginering,
University of Belgrade, Serbia, is another associate of Prof. Rao that was
present. Thus, we asked him about his cooperation with Prof. Rao.
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Interview with K. R. Rao

Please tell us about your research in the
field of spectral methods and especially
about the Complex Hadamard
transform?

Spectralmethods are wide basis for the
creation of a variety of efficient
algorithms for digital image processing,
analysis and compression. My initial
investigations in the area of the spectral
image transforms were aimed at the
analysis of the properties and the
applications of the Discrete Hadamard
and the Karhunen-Loeve transforms,

Prof.Roumen Kountchev first presented in the monographs of N.
Technical University of Sofia Ahmed and K. Rao, H. Andrews, P.
Bulgaria Wintz. My first publications in this area
were in 1974-75 with the co-authorship
Education of my wife, Dr. Roumiana Kountcheva.
Engineer, M Sc., Electronics, Technical Together with her we patented "Method
Universitpofia and apparatus for 2D Hadamard
Ph.D., Institute of Telecommunications, St. transform of TV signals". | defended my
Petersburg, Russia. Thesis "Digital Methods PhD thesis "Methods and analysis of

for Structure Analysis of the Objects in the  gpjects structure in the image" in 1975,

Image:’ Doctor of Science, Technical and the Electrotechnical Institute of
University of Sofia. Thesis "Inverse

Pyramidal Image Decomposition: Methods

and Algorithms".
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Telecommunications in Leningrad (Russia). My tutor there was Prof.
Jakonia. The basic part of my dissertation was devoted to the development
of methods and algorithms for objects classification based on spectral
properties, obtained using the 2D Hadamard transform. The reviewers of my
PhD thesis were Prof. Goldenberg from same Institute and Prof.
Yaroslavsky from the Russian Academy of Sciences in Moscow.

My collaboration with Prof. Yaroslavsky continued later in the time of his
visits to Sofia (Bulgaria). In 1988 were published (in Russian) the
Proceedings of the Russian Academy of Sciences (Institute of Information
Transfer): "Adaptive methods for image processing" by publishing house
"Nauka", Moscow, with editors V. Siforov and L. Yaroslavsky. In the
proceedings was included my chapter "Adaptive methods for TV images
processing based on local differences". In 1995 was published my paper, in
which | presented a generalized spectrum model for image representation
based on the Inverse Pyramid decomposition (IPD). In this model could be
built in various truncated orthogonal transforms: Fourier, Hadamard, DCT,
Hartley, KLT, etc. The investigation of the spectral image models was the
object of my second dissertation (for Doctor of Sciences), which |
successfully defended in 2002 at the Technical University of Sofia
(Bulgaria). In the next years were developed

1. The Reduced Spectral Pyramid (RSP) of non - overcomplete kind, based
on the Walsh-Hadamard transform.

2. The Branched RSP, based on the preliminary histogram modification for a
selected part of the initial components of the multi-channel images.

3. Nonlinear IPD, in which could be built in various non-linear modified
transforms: Mellin- Fourier, Kernel PCA, etc.

4. Non-linear IPD, based on the use of 3-layer neural networks with error
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Interview with K. R. Rao

back-propagation and small number of nodes in the hidden layer.

On the basis of IPD implemented with linear transforms, were developed
significant number of algorithms for efficient compression of natural,
multispectral, multiview and medical images, scanned documents,
fingerprints, video sequences from surveillance TV cameras, etc. The
nonlinear IPD were used for the development of new kinds of object
descriptors, invariant to RST transforms and luminance changes. For the
enhancement of the objects search in large image databases was
developed the approach based on the multi-layer difference between
images, represented by IPD models. Together with my wife and PhD
students fran the Laboratory for Image Processing at the Technical
University of Sofia (Bulgaria) was developed the "Adaptive Color Karhunen-
Loeve" Transform (ACKLT), which combined with the IPD was used for
efficient still image compression and for objects color segmentation also
(human skin, etc.). The combination of the ACKLT-based segmentation and
classifiers, based on the Support Vector Machine (SVM), ensured high
accuracy for human age recognition. Significant part of our investigations is
related to the analysis of properties and applications of new class of
orthogonal transforms, based on the Complex Arranged Hadamard
matrices. It was determined that the use of the Complex Hadamard
transform in the IPD permits to implement new kind of digital multi-layer
phase watermarking of still images, distinguished for its high watermark
capacity, practical invisibility (watermark transparency) and resistance
against fraud attempts.

In conclusion, | want to note that except for the large number of publications
(papers and monographic issues) related to the spectral methods, | have
also three related patents: on the IPD, for multilayer phase watermarking of
multimedia signals and for lossless image data compression.
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AIANTHBHBIE METOJIbI
- OBPABOTKH TEJIEBU3HOHHLIX M30BPAKEHHI
~ HA OCHOBE JIOKAJIbHBIX PA3HOCTEA

NOCTPOeHUA IPHEK THBHBIX METOOB HIILTPAILHH, KOPPEK i i CRaTHA
OHHBIX HI0BPaKCHHA MCTIONBIYIOT HX ONpefleNicHHble croficTaa. B coor-
€ KYCOuHO-THHeRHOR Mogensio wioGpamenwi [1] omm upemymcr—
X3PAKTEPUIYIOTCA CBORCTBAMK pep TH W T 1e
€A TOJIBKO HA KOHTYpax. 310 Tpebyet, YToBbi anropuTMsr oﬁpa&mcn
‘COTNIACOBANBI C JIOKANBHONR CTPYKTYPOil TENCBHIMOHHBIX _M3oGpaxenuit
TMOCTOAHHON ananTauMu K Weil. Bosumkaer np
TNOKANBHEIX XaPAKTEPHCTHK TENeBHIHOHHBIX mﬁpawuu't obnana-
DCTATONHO mcoxoﬁ TOUHOCTBIO W OBICTPOOEHACTBHEM, HA OCHOBE KOTO-
TCTBY ANTOPHTMEL oﬁpaﬁomn Ommm
awax |1-4] amantunxse PHOR | BYMep
<ajipoBoil) 0GpabOTKM TENCBHIMOHHBIX W3IOGPaXeHHA HMeiOT Cpan-
) HU3KYI0 3hdeKTHRHOCTS, 3 METO/IbI, H3NOKeHHbIE B cTaThax |35, 6],
OT TpeXMepHyio (Mexaykanpoyw) oG6paGOTKy, min peanm3auum
TpebyoTca  [IOBOMBHO CIOMKHBIE TEXHHUSCKHE PEILICHHA.
cHHBIe B HACTOAUIER CTAThE ANANTHBHEIE MeTodbl ofpaGoTkn Tene-
n3oGpaxenit [7—9] NOMXOAAT 1A peanM3alim B PeanbHOM Mac-
2HH, HMEIT BHICOKYH ek THBHOCTS NpH NONABNEHMH WYMOB,
| PE3KOCTH M COKPALLEHMH MHGOPMAIMOHHOR HIBBITOMHOCTH Tene-
. w3obpakeni. IpdexTHBHOCTE ITHX MeTooB oﬁymumm BEIG-
OM AJANTAHN Ha pa
OKPECTHOCTH Kakao0ro snmem xaoﬁpumma.
NOKAIBHOR CTPYKTYPhI HI0GPLKEHHA 11 pasIHHbIC
OCHOBAHHBIE HI BBLIMHC/ICHHH xo:ﬁnbms:rmn woppenawm [10],
# HHTepBana koppensunn [11], ycpenvennsix rpamientos B asyx
HaNpABNEHHAX N0 OTHOLIGHHID K TEKYILEMY EMEHTY Il HOPAIL-
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Zoran S. Bojkovi¢ received his B.Sc.,
M.Sc., and Ph.D. degrees all in electrical
engineering from the University of Belgrade in
1964, 1974, and 1978, respectively. After 4
years of work as a project telecommunication
engineer at the Iskra Company, Kranj,
Republic of Slovenia, he joined, the University
of Belgrade. From 1987, he is full professor of
Electrical Engineering. Also, until now he is a
permanent visiting professor at the University
of Texas at Arlington, TX, USA, EE
Department, Multimedia Systems Lab.

Interview with K. R. Rao

Professor Bojkovic, what are your
experiences with spectral methods?
This is the topic here. When you started
with spectral methods?

Yes, generally speaking | started with
my master thesis and continued with my
PhD thesis at the University of Belgrade.
And | was very happy to have as an
advisor Professor Georgije Lukatela.
Perhaps you know him, of course, and
he insisted, and he forced me to deal
with digital image compressing,
especiallywith digital image
compression and ratedistortion theory.
In that way, it was my master and |
continue with PhD studies. Also | had a
very good opportunity to meet Professor
Robert Gray, from the University of
Stanford, California. And after my PhD |
spent some months with him in Stanford
University, and it was a very good
opportunity for me to enter very deep in
the rate-distortion theory and also in the
data compression signal. Then, after my
thesis and during my master and PhD
thesis, especially |
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deal with epsilon entropy. And as you know | hope, the founder of epsilon entropy
was Professor Claude Shannon and also Kolmogorov, from Russia. After my thesis,
| went to present the results, it was professor Lukatela who insisted upon, to present
my results to Soviet Union Academia. And it was one conference in Georgia in Thilisi,
and then there | had opportunity to see Professor Kolmogorov which was for me
something very, very great.

Unfortunately, | did not know Professor Shannon, but | know very well his work. And
of course | was impressed. And then of course | continued my work in the domain of
image processing. At the very beginning of 90s, | had also an opportunity to see in
our bookstore in Belgrade, called Jugoslovenska knjiga (Yugoslavian book), one
book from United States, which was imported from United States and it was a book
Rao and Yip, the Discrete Cosine Transform. | was cited in this book on my work
present at a a conference in France, and after that | decided to write to Professor Rao
and to try to make some relations with him. | was invited to visit his laboratory at the
University of Texas at Arlington. And from the first moment | was impressed. First of
all, with Professor Rao, as a person, then as a Professor, after that with his family,
especially his wife, who is present here, Madam Karuna. They accepted me very,
very, very well and so after that | continue to go every time even when it was very
difficult for us from Serbia to go to the United States. For example, in 1990, since it
was the period of Milosevi¢.

Slobodan MiloSevi¢ was the President of Socialist Republic of Serbia and Republic of Serbia
from 1989 until 1997 in three terms and the President of the Federal Republic of Yugoslavia
from 1997 to 2000. The inexcusably wrong politics of MiloSevi¢ and his followers and supporters

and their incapability to learn from the past and understand the change in the international relationships
caused many terrible problems to Serbian people. (Comment by R.S. Stankovic¢)
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| succeedto have a visa, and it was a very difficult to get it and | was very
happy. | must say | was very happy when getting a visa for United States.
Today it is not a problem. You can have a visa for one year, two years, five
years, and so on. And step by stepye start our work. | had some proposal
for writing books, and all my proposals were accepted, with Professor Rao.
So, we stared in1999 with one book edited by Prentice Hall, the other one
was three years ago, also about introduction to multimedia communication,
then we published with Wiley and now with CRC Pres and so on.

| should like to point out here that after the revolution in Serbia, | was

accused [by some colleagues] that | was a collaborator with MiloSevic. And it was
horrible for me.

And | must say, perhaps it is for the first time for Professor Rao and for his

wife to hear that | was accused. They told me, during Milosevié, you spent,

uh, our money, you went to USA and so on and so on. Uh, it was not true, of
course, and, uh, | must say that when | was accused [by some colleagues] , it was
after the revolution, in 2000, it was a very difficult time for me. They told me you are a
collaborator with MiloSevi¢, and in one moment, | caught them, and showed
them the book Packet Video Communications over ATM Networks, and it is

by Prentice Hall, and | told them, when you were sitting on bridges all the

time, and prying the God, what would be, | went to the USA, to write books.
When | show them this book, with Professor Rao, published by Prentice Hall,
USA, they did not tell me anything and my rating became higher and higher.

I must say that owing to Professor Rao and his labs in United States of

America | succeed to improve my rating here. | was very happy because of

it, but this is the fact.

Thank you for giving me the opportunity to speak about it.
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Zoran S. Bojkovi¢, Digital Signal Processing,
Naucna knjiga, Belgrade, Serbia, 1989
(in Serbian).
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Professor K.R. Rao and his students
Photo from the web page of Prof. Rao.
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Professor K.R. Rao and his students
Photo from the web page of Prof. Rao.
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Professor K.R. Rao and his students
Photo from the web page of Prof. Rao.
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Professor K.R. Rao and his students
Photo from the web page of Prof. Rao.
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Dr. Rao supervises his 100th graduate
student Vidhya Vijaykumar.

Photo from the web page of Prof. Rao.
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Gallery of Books
authored, co-authored,

and edited
by Professor K.R. Rao
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The gallery of books starts with reprints of the cover, title pages, and few pages of
the Russian edition of the book N. Ahmed, K.R. Rao, Orthogonal Transforms for
Digital Signal Processing, Springer, 1975.

The translation in Russian of this book was published by the renowned the publishing house
Svyazi, Moscow, in 1980. The book was translated from English into Russian by

Prof. T.E. Krenkel, who was a visitor of TICSP several times. The translation into Russian
was supervised by |.B. Fomneko, as it can be seen at page 62.

At page 63, the UDK classification of the Russian edition is shown.

The preface to the Russian edition, written by Prof. A.M. Trakhtman, is shown at pages

64 and 65, while the page 66 shows the translation of the preface to the English edition as
written by the authors.

The Russian edition contains an additional list of references prepared by the experts in
the former Soviet Union, that are reprinted at pages 66 to 69 as well as the first page of

the index.

Page 70 shows the impressum, where it can be seen that the book was published in 5000
samples, and the price per sample was 1 ruble and 40 kopek.

The Gallery continues with covers of several books authored, co-authored, and
edited by Prof. K.R. Rao.
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H. Axmen- K.PPao

OpTtoronasnsusie
rpeobpasoBaHuA
IIpu obpaborke
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DISCRETE COSINE
AND SINE TRANSFORMS

General Properties, Fast Algorithms and Integer Approximations

Vladimir Britanak = Patrick Yip « Kamisetty R. Rao
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Convergence, DSP, QoS,
ind Security

G'R.Rao /4 p
Zoran S. Bojkovic S
DragoradA. Milovanovic
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Standards and Common
Interfaces for Video
Information Systems

K. R. Rao
Editor
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Packet Video
cnulcatlon

K.R. Rao ‘ Zoran S. Bojkovic
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