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Reprints from the History of Computing Science
and Signal Processing

Historical studies about a scientific discipline is usually a sign of its
maturity. When properly carried out, this kind of studies are more than
enumeration of facts or giving credit to particular important researchers.
It is more discovering and tracing the ways of thinking that have lead to
important discoveries. In this respect, it is interesting and also important
to recall publications where for the first time some important concepts,
theories, methods, and algorithms have been introduced.

In every branch of science there are some important results published in
national or local journals or other publications that have not been broadly
distributed for different reasons, due to which they often remain unknown
to the research community and therefore are rarely referenced. Sometimes,
importance of such discoveries is overlooked or underestimated even by the
inventors themselves. Such inventions are often re-discovered long after, but
their initial sources remain almost forgotten, and mostly remain sporadi-
cally recalled and mentioned within quite limited circles of experts. This
is especially often the case with publications in other languages than the
English language which presently dominates the scientific world.

This series of publications is aimed at reprinting and, when appropriate,
also translating some less known or almost forgotten, but important publi-
cations, where some concepts, methods or algorithms have been discussed
for the first time or introduced independently of other related works.

R.S. Stanković, J. T. Astola
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Solving General Tasks in Probability Theory by

Using Mathematical Logic

Abstract

This issue of Reprints from the Early Days of Information Sciences
presents an article by Platon Sergeevich Poreckij which is a record of
his lecture delivered on October 25, 1886 at the 60th meeting of the
Section for Physical and Mathematical Sciences of the Scientific Soci-
ety of the Imperial University of Kazan, in Kazan, Russia. The article
has been published by this Society as an official publication of the Uni-
versity of Kazan.

Poreckij, P.S., ”Solving general tasks in probability theory by using
mathematical logic”, Izd-vo Kazan Univ, Kazan, Russia, 1887.
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Solving General Tasks in Probability Theory by Us-
ing Mathematical Logic

In the year 1884, I published a treatise ”On methods of solving logical equa-
tions”, where it has been presented a complete theory of these equations.

Here, I intend to apply this theory to solving the following task in Prob-
ability Theory

Find the probability of a complex event which depends on some given
simple events, by using the probabilities of all or few (arbitrarily selected) of
these simple events as well as the probability of some other complex events
under the assumption that the given events satisfy an arbitrary number of
certain conditions.

It is obvious that this is the most general task regarding determination
of the probability of events. As far as known to me, in Probability Theory
there is not a method to find solution of this task in a general form. There-
fore, a solution by exploiting Mathematical Logic cannot be considered as
unnecessary 1.

§1. Before all, the question arises: Is it possible to add the study of
qualitative symbols (logic classes) to the study of quantitative (probabilistic)
symbols? The answer is: It is possible.

Essentially, the logic equality

f(a, b, c, d, · · ·) = ϕ(a, b, c, d, · · ·)

means that, in a sample space, all objects belonging to the class f , cor-
respond to the objects in the class ϕ, and that the difference between the
classes f and ϕ reduces to the different classification of the same objects.
If so, the number of objects which belong to the classes f and ϕ must be
equal, that is, for example

N [f(a, b, c, d, . . .)] = N [ϕ(a, b, c, d . . .)].
1The solution of this task provided by Boole in his treatise An Investigation of the Laws

of Thought cannot be considered as the scientific one, since it is based on an arbitrary
and purely empiric theory of logic equations, as well as since the idea of transition from
logic equations to algebraic equations itself is not properly elaborated by Boole. In this
manner, the main goal of the present article is to provide a scientific form to the deep,
but vague and unrigorous idea of Boole on the applicability of Mathematical Logic in the
Probability Theory.
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This purely mathematical equality, follows directly from the initial log-
ical equality. From there it is already easy to move further to the relations
between probabilities. Denote by N(1) the number of all objects in the sam-
ple space, and by P (f) the relation N(f)

N(1) , i.e., the probability of the class f .
Then, it is clear that

P [f(a, b, c, d, . . .)] = P [ϕ(a, b, c, d, · · ·)].
Therefore, if two classes are logically equivalent, then their probabilities

are mutually equal.
Due to that, the following general way for determining the probabilities

can be disclosed: Find the logical relationship between events whose proba-
bility is required, and other events, whose probabilities are known, and then
make a transition from logical equations between the events to algebraic
equalities between their probabilities.

Now, we will consider construction of rules for such a transition from a
logical equality to the corresponding algebraic equality.

§2. Let the logic symbols a, b, c, · · · denote simple events. In this case,
logic negation (complement) of such symbols, i.e., a0, b0, c0, · · · , should de-
note correspondingly every event in the universe which is not a, every event
except b, etc. Further, the logic sum as a+ b, a+ b0 will denote the complex
events, the first of which is occurrence of a or b, the second, occurrence of a
or any other event except b, etc. Finally, logic product as ab, ab0, etc., will
denote a complex event which consists of in the first case - occurrence of a
and b, in the second - occurrence of a and any other event except b, etc.

It is clear, for example, that the logic expression

a + b(c0 + d0) + b0d0

denotes a complex event which occurs first in the case of occurrence of a,
second in the case of occurrence of the conjunction of b and not c or b and
not d, and finally third, in the case of occurrence of the conjunction of events
not b and not d.

§3. From Probability Theory, is is known that the probability of non-
occurrence of an event is equal to the unity (a certain event) minus the
probability of its appearance.
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If so, then

P (a0) = 1 − P (a).

In the same way,

P (b0) = 1 − P (b),

etc.

§4. Further, from Probability Theory it is known that if two events are
mutually exclusive, then the probability of either occurring is equal to the
sum of the their separate occurrences. Therefore, if the logic classes m and
n are disjoint, i.e., do not contain common objects, (with m · n = 0), then

P (m + n) = P (m) + P (n).

This rule can be applied to an arbitrary number of mutually exclusive
events. For the application of this rule it is necessary to know how each
logic sum

A + B + C + D + · · ·
can be converted into a disjunctive form, i.e., in the form

A + A0B + A0B0C + A0B0C0D + · · · ,
where A0 is the negation of A, B0 is the negation of B, etc., These two
logic sums are logically equivalent, but differ in the fact that the above rule
cannot be applied to the first of them, while being applicable to the second.

In this way, every complex event, that has the form of a sum, can be
always expressed in such a manner that its probability is equal to the sum
of the other, simpler, events. For example, the probability

P (A + B + C + D),

can be converted into the form

P (A + A0B + A0B0C + A0B0C0D),

which can be decomposed into the sum of probabilities

P (A) + P (A0B) + P (A0B0C) + P (A0B0C0D).

13



§5. Notice that it is known from Probability Theory, if two or more
events are independent, then the probability of their joint occurrence is
equal to the product of the probabilities of their separate occurrences. This
means, if a, b, c, · · · , are simple events not related by any logical relation,
then

P (abc · · ·) = P (a)P (b)P (c) · · ·

§6. If so, then the probability that corresponds to the logic expression

A + A0B + A0B0C + · · · ,
which does not satisfy any conditions, can be expressed as

P (A) + P (A0)P (B) + P (A0)P (B0)P (C) + · · · ,
i.e., it is obtained from the probabilities of the simple events by the sim-
ple substitution of classes A,B,C, · · · and its logic complements by their
probabilities.

From here we see that the absolute probability of each separate logic
function

f(a, b, c, d, . . .),

defined by a disjunctive form is

f [P (a), P (b), P (c), . . .].

In the first of these expressions, f denotes the set of logic operations over
the qualitative symbols a, b, c, . . .; while in the second the same f denotes the
set of algebraic operations over the quantitative symbols P (a), P (b), P (c), . . ..
Example. If the probabilities of simple events x and y are P (x) = p and
P (y) = q, then the probability of the complex event xy0 + x0y, which is
already in the disjunctive form, is p(1 − q) + (1 − p)q. The probability of
the complex event x+ y which, when converted into the disjunctive form, is
x + x0y or y + y0x, can be expressed as p + (1 − p)q, or q + (1 − q)p.

This is the way to perform the transition from the expression of a given
logic function to the expressions of its absolute probability.
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§7. Now, it is known that for the transition from a logical equality f = ϕ
to the relationship between the probabilities of these classes, it is necessary
to express both functions, f and ϕ, in the disjunctive form, and then replace
on both sides of the sign of equality the qualitative symbols a, b, c, . . . by the
quantitative symbols P (a), P (b), . . ..

As an example, convert the logical equality

ab + cd = ac + bd,

into the relationship among the probabilities, by taking that P (a) = p,
P (b) = q, P (c) = r, P (d) = s.

It is necessary to express both sides of the initial expression into the
disjunctive form. We have,

ab + (ab)0cd = ac + (ac)0bd
ab + (a0 + b0)cd = ac + (a0 + c0)bd

ab + (a0 + ab0)cd = ac + (a0 + ac0)bd
ab + a0cd + ab0cd = ac + a0bd + ac0bd.

In the last equality, both sides consists of terms which are mutually
disjoint and, therefore, by performing the transition to relationships among
the probabilities, we get

pq + (1 − p)rs + p(1 − q)rs = pr + (1 − p)qs + p(1 − r)qs.

§8. If we want, then we can always perform in the same way the tran-
sition from operations over logic equalities to relationships among proba-
bilities. Equally, when solving tasks of determining probability of an event
through probabilities of other events, it is natural to do as: Find from the
set of given logic conditions, the definition of the first event through other
events, and then perform the transition to probabilities. We will follow this
approach.

§9. Until now, we were speaking about the absolute probabilities. Let
us turn towards the conditional probabilities.

In Probability Theory the following fact has been proven. The probabil-
ity of an event A, given the occurrence of some other event B, is equal to
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the joint probability of A and B, P (AB) divided by the probability of A,
P (A), i.e., it is equal to the fraction P (AB)

P (A) .
Therefore, if A = f(a, b, c, d . . .), B = ϕ(a, b, c, d, . . .), then the required

conditional probability can be obtained by replacing a, b, c, d, . . . in the ex-
pressions of the product of f and ϕ, represented in the disjunctive form,
by their absolute probabilities and divide the result obtained by the expres-
sion for the function f represented in the disjunctive form, replacing at the
same time the qualitative symbols by quantitative symbols. So, the required
conditional probability will be

[f(a, b, c, . . .)ϕ(a, b, c, . . .)]
[f(a, b, c, d, . . .)]

,

where the rectangular brackets denote the mentioned replacement (of vari-
ables).

As an example, assume P (x) = p, P (y) = q, P (z) = r, and find the
probability of the event

xy0 + x0y,

i.e., if one of the events x and y, but no both, occur, then it will also occur
the event

yz0 + y0z,

i.e., it will occur either y or z, but no both of them.
In this case,

f(x, y, z) = xy0 + x0y, ϕ(x, y, z) = yz0 + y0z,

f(x, y, z)ϕ(x, y, z) = xy0z + x0yz0.

It follows that the required probability is

[fϕ]
[f ]

=
p(1 − q)r + (1 − p)q(1 − r)

p(1 − q) + q(1 − p)
.

§10. Now, suppose that the given conditional probability of simple
events a, b, c, . . ., is determined such that fulfils a series of conditions

f ′(a, b, c, . . .) = ϕ′(a, b, c, . . .), f ′′ = ϕ′′, f ′′′ = ϕ′′′ . . . ,
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and it is required to find the absolute probability of these simple events.
Notice before all that every logic equality

f(a, b, c, . . .) = ϕ(a, b, c . . .)

can be identically replaced by the equality

1 = fϕ + f0ϕ0,

where 1 denotes the logic sample set (in this case, the set of all events in
the question), f0 and ϕ0 are the logic complements of f and ϕ.

Besides that, it is known that all the given conditions are identical to
the single condition

1 = (f ′ϕ′ + f ′
0ϕ

′
0)(f

′′ϕ′′ + f ′′
0 ϕ′′

0)(f
′′′ϕ′′′ + f ′′′

0 ϕ′′′
0 ) · · · ,

which can be shortly written is the form

1 = M(a, b, c, d, . . .).

In this equality, which equivalently replaces all the given conditions, the
function M is called the logic sample set for the task considered, or the
complete unity of the task.

So, fulfillment of all the initial conditions by the classes a, b, c, . . . is com-
pletely identical to the fulfilment of a single condition 1 = M(a, b, c, d, . . .)
constructed in the manner described above.

Suppose now that p, q, r, . . . denote probabilities of events a, b, c, . . . , ful-
filling the condition 1 = M and let p′, q′, r′, . . . be the absolute probabilities
of these events. Since the first of these probabilities denotes the probability
that given the occurrence of M , the events a, b, c, . . . also occur, then for the
determination of the absolute probabilities p′, q′, r′, . . ., we have

p =
[aM ]
[M ]

, q =
[bM ]
[M ]

, r =
[cM ]
[M ]

, . . . ,

where the classes a, b, c, . . . in rectangular brackets should be replaced by
their absolute probabilities p′, q′, r′, . . ., which are determined by solving the
system of obtained algebraic equations.

Consider an example. Suppose that when taking balls from a vase, we
count just the cases when the balls inside are either white or blue (or both
at the same time) and suppose that, under this condition, the probability
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to find a white ball is p and to find a blue one is q. Find the absolute
probabilities p′ and q′.

Construct first the condition under which the probabilities p and q have
been determined. Let x denotes taking a white ball and y a blue one. If
when calculating the probability we exclude the case that the balls inside
are neither white nor blue, then we get the condition

x0y0 = 0,

or, which is the same,

1 = xy + x0y + xy0.

In this way, for the considered case

M(x, y) = xy + x0y + xy0,

xM(x, y) = xy + xy0 = x,

yM(x, y) = xy + x0y = y.

From there, we have

p =
[Mx]x=p′,y=q′

[M ]x=p′,y=q′
, q =

[My]x=p′,y=q′

[M ]x=p′,y=q′
,

or

p =
p′

p′q′ + p′(1 − q′) + q′(1 − p′)
, q =

q′

p′q′ + p′(1 − q′) + q′(1 − p′)
.

By solving these two algebraic equations, we get

p′ =
p + q − 1

q
, q′ =

p + q − 1
p

.

§11. Corresponding to that, as mentioned previously, for determining
the probability of an event through the probabilities of some other events,
we need to express the first event through these other events. This forces
us to first say few words about defining a logic class (simple or complex) in
terms of all or a few of these other classes.

18



Suppose that we want to determine a simple class a in terms of all other
classes b, c, d, . . ., related to a and also mutually related by the conditions
(requirements)

f ′ = ϕ′, f ′′ = ϕ′′, f ′′′ = ϕ′′′, . . . .

All these conditions can be equivalently replaced by a condition

1 = M(a, b, c, d, . . .).

On the other hand, this last equality can equivalently be replaced by the
three equalities

a = aM(1, b, c, d, . . .) = aM(1),
a = a + M(1, b, c, . . .)M0(0, b, c, . . .) = aM(1)M0(0),
1 = M(1, b, c, . . .) + M(0, b, c, d, . . .) = M(1) + M(0).

Here, M(1) is the result of substitution in M(a, b, c, . . .) the class a by
1, its logic complement a0 by 0, M(0) is the result of the substitution in
M(a, b, c, . . .) the class a by 0 and its complement a0 by 1; M0(0) is the logic
complement of M(0), or, which is the same, the result of substitution in the
negation of M , i.e., in the function M0(a, b, c, . . .), the class a by 0 and its
complement a0 by 1.

In latter three equalities, the fist shows that a is contained in M(1), the
second shows that a contains in itself M0(0)M(1). Due to this, these two
equalities can be replaced by the inequalities

a < M(1), a > M0(0)M(1),

which should be understood in the sense: a is not greater than M(1) and
no smaller than M0(0)M(1).

Finally, the third equality 1 = M(1) + M(0), which depends on the
classes b, c, d . . ., but does not contain the class a, represents the condition,
which, from the initial conditions, satisfy these both functions M(1) and
M0(0)M(1), in terms of which the a is defined.

In the case that these two functions are logically equivalent, i.e., when

M0(0)M(1) = M(1),

two inequalities which determine a are

a > M(1), a < M(1),
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i.e., it is sufficient a single inequality

a = M(1).

If we want to determine a from this equality 1 = M(a, b, c, . . .), not in
terms of all, but of few classes b, c, d, . . ., then all these classes have to be
excluded from the equality 1 = M(a, b, c, d, . . .). To do that, it is sufficient to
replace in the equality 1 = M(a, b, c, . . .) all classes that should be excluded
and their logic complements by 1. Suppose that the result after excluding,
would be 1 = M ′, where M ′ depends on a and few other classes. Then, it
remains to determine a from the equality 1 = M ′ in the exactly the same
way as it was determined from the equality 1 = M .

This is the way to determine a simple class through all or few other sim-
ple classes based on an arbitrary number of given whatever logic conditions.

§12. Let us turn now to the determination of complex classes, i.e.,
functions.

It is easy to show that a logic function can be expressed in terms of
simple classes (all or some of them) also when the latter do not satisfy any
conditional equalities.

Actually, suppose that the given n simple classes a, b, c, . . . are mutually
unrelated by any conditions, and let A be a complex class, where A is a
specified particular function of these classes. In this case, let A = w, or,
equivalently, 1 = Aw +A0w0. We can say that we have n+1 simple classes,
w, a, b, c, . . ., which satisfy the condition

1 = Aw + A0w0 = M(w, a, b, c, . . .).

From this condition, we can represent the simple class w (i.e., the func-
tion A) in terms of all or a few of these simple classes by the rules expressed
above.

In this manner, consideration of an arbitrary logic function together with
the independent simple classes converts the task without conditions into one
with conditions.

If together with n mutually independent simple classes a, b, c, . . ., we
start considering m functions U, V,W, . . ., then by introducing a series of
notations

U = u, V = v, W = w, . . . ,

20



we get the task in terms of n+m simple classes, a, b, c, . . . , u, v, w, . . . which
satisfy the condition

1 = (uU + u0U0)(vV + v0V0)(wW + w0W0) · · ·
= M(a, b, c, . . . , u, v, w, . . .),

from which, as shown above, we can determine logic definitions of all these
classes u, v, w, . . . in terms of all or a few other classes, i.e., we can find any
function U, V,W, . . . in terms of all or a few of those given simple classes and
all or a few of these other functions.

Finally, if n simple classes a, b, c, d, . . . are mutually dependent and re-
lated though p conditions

A′ = B′, A′ = B′′, A′′′ = C ′′′, . . . ,

where A′, B′, A′′, B′′, . . . are functions of a, b, c, d, . . ., then in determining
one of these m functions

U, V,W, . . .

we will have the problem in terms of n+m simple classes a, b, c, d, . . . , u, v, w, . . .
which are mutually related by p + m conditions

A′ = B′, A′′ = B′′, . . . , u = U, v = V,w = W, . . . ,

or, equivalently, the single condition

1 = (A′B′ + A′
0B

′
0)(A

′′B′′ + A′′
0B

′′
0 ) · · · (uU + u0U0)(vV + v0V0) · · · ,

which can be rewritten as

1 = M(a, b, c, d, . . . , u, v, w, . . .).

From here, according to the previous considerations, we can find any of
the functions U, V,W, . . . in terms of all or a few of these other functions,
and also in terms of all or a few of the simple classes a, b, c, d, . . ., where all
the initial conditions will be taken into account.

§13. We have now all what is needed to solve the initial task of finding
the probability of a function (a complex event) through the probabilities of

21



all or a few other functions and simple classes, assuming that the latter are
mutually related by an arbitrary number of whatever conditional equalities.

Suppose that by following the above method, we get the equality

1 = M(a, b, c, . . . , u, v, w, . . .),

from which are already excluded all classes and functions the probability of
which should not be taken into account when determining the probability of
the function U in terms of the probabilities of other classes a, b, c, . . . , v, w, . . ..

In this case, we get

u < M(1), u > M0(0)M(1),

where M(1) and M(0) are results of substitution in the function M the class
u by 1 and 0 respectively, (and its logic complement by 0 and 1), where the
other classes a, b, c, . . . , v, w, . . . satisfy the relationship

1 = M(1) + M(0) = K.

It remains to determine the probability of u. Suppose that the probabil-
ities of the classes a, b, c, . . . , v, w, . . . are determined by taking into account
all initial conditions for the given task. Consequently, they also satisfy
the condition 1 = K, and we denote them by p, q, r, . . . , α, β, . . .. In this
case, their absolute probabilities, which we denote by p′, q′, r′, . . . , α′, β′, . . . ,
should be determined from the requirement

p =
[aK]
[K]

, q =
[bK]
[K]

, . . . , α =
[vK]
[K]

, β =
[wK]
[K]

, . . . ,

where in the first part, after expressing the nominators and denominators
in the disjunctive form, all qualitative symbols a, b, c, . . . , v, w, . . . should be
replaced by the qualitative symbols p′, q′, r′, . . . , α′, β′, . . ..

The values p′, q′, r′, . . . , α′, β′, . . ., determined in this way, will be substi-
tuted instead of a, b, c, . . . , v, w, . . . in the first part of the inequality

u < M(1), u > M0(0)M(1),

which provides the absolute probability of the functions M(1) and M0(0)M(1),
i.e., it determines the absolute probability of the function u.

Equally, we need to know not absolute, but conditional probability of the
function u, namely, the one in which are taken into account all the conditions
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given in this task, including correspondingly the condition 1 = K. As shown
before, such conditional probabilities of the functions M(1) and M0(0)M(1),
respectively, are

[M(1)K]
[K]

,
[M0(0)M(1)K]

[K]
,

where all the qualitative symbols a, b, c, . . . , v, w, . . . should be replaced ny
the corresponding absolute probabilities p′, q′, r′, . . . , α′, β′, . . .. Thus,

K = M(1) + M(0),

and therefore

M(1)K = M(1)[M(1) + M(0)] = M(1),
M0(0)M(1)K = M0(0)M(1)[M(1) + M(0)] = M0(0)M(1).

Correspondingly, the conditional probabilities of the functions M(1) and
M0(0)M(1) are

[M(1)]
[K]

, and
[M0(0)M(1)]

[K]
.

If so, then denoting by P (u) the required conditional probability of the
function u, we get

P (u) <
[M(1)]

[K]
, P (u) >

[M0(0)M(1)]
[K]

, (1)

where all the qualitative symbols a, b, c, . . . , v, w, . . . should be replaced by
the symbols p′, q′, r′, . . . , α′, β′, . . .. After this substitution, these latter sym-
bols should be replaced by their values expressed in terms of p, q, r, . . . α, β, . . .
by the equalities

p =
[aK]
[K]

, q =
[bK]
[k]

, . . . , α =
[vK]
[K]

, β =
[wK]
[K]

, . . . , (2)

in which the substitution of symbols a, b, s, . . . , v, w, . . . by the symbols
p, q, r, . . . , α, β, . . . should be first performed. If in the formulaes (1) and
(2), the qualitative symbols a, b, c, . . . , v, w, . . . are replaced by the quali-
tative symbols p′, q′, r′, . . . , α′β′, . . ., which should be afterwards excluded
form (1) by using (2). Then it is clear that it is quite sufficient to view the
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qualitative symbols a, b, c, . . . , v, w, . . . in (1) and (2) as some quantitative
symbols and exclude them from (1) by using (2) and the rules of Algebra.
In this way, the final form of the solution of the given task of determining
P (u) in terms of the conditional probabilities p, q, r, . . . , α, β, . . ., becomes
the following

By using the equalities

K = M(1) + M(0) =
aK

p
=

bK

b
= · · · =

vK

α
=

wK

β
= · · · ,

where, after expressing all the terms in the disjunctive form, the symbols
a, b, c, . . . , v, w, . . . which are viewed as algebraic symbols, are excluded from
the pair of inequalities

P (u) <
M(1)

K
, P (u) >

M0(0)M(1)
K

,

in which all the terms should be also expressed in the disjunctive form, and
symbols a, b, c, . . . , v, w, . . ., are also viewed as the quantitative symbols.

This is the general method of solving the task formulated a the beginning
of this paper. As we can see, in general, for the required probability P (u)
we get just the boundaries where it belongs, and just in the case when

M0(0)M(1) = M(1),

we can get the exact solution for P (u) as

P (u) =
M(1)

K
.

§14. Return to examples.

Example 1. Suppose that the probability that A or B (or both) will die in
a given year is p. The probability that A or B (or both) will not die in
the specified year is q. Find the probability that one of them will die while
meanwhile the other will stay alive (e.g., either A will die while B will stay
alive, or converse).

Let x be the event A will die, and y that B will die.
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Given: P (x + y) = p, P (x0 + y0) = q. Find P (xy0 + x0y).
We have three functions. Write

x + y = s, x0 + y0 = t, xy0 + yx0 = w.

The task can be viewed as that it contains five simple classes related
though three conditions, or equivalently, by the following single condition

1 = [s(x + y) + s0x0y0][t(x0 + y0) + t0xy]
×[w(xy0 + x0y) + w0(x0y0 + xy)]

= stwxy0 + stwx0y + st0w0xy + s0tw0x0y0.

From this equality, we should find the expressions for w in terms of s
and t, and the classes x and y should be excluded (which can be achieved by
the substitution x = 1, y = 1, x0 = 1, y0 = 1). The result of this excluding
is

1 = M(s, t, w) = stw + st0w0 + s0tw0 = M(w),

from where

M(1) = st, M(0) = st0 + s0t, M0(0) = st + s0t0, M0(0)M(1) = st,

K = M(1) + M(0) = s + s0t, Ks = s, Kt = ts + ts0 = t.

Since in the given case, M0(0)M(1) is equal to M(1), the two inequalities
which determine the function w reduces to a single equality

w = M(1) = st.

Indeed, the multiplication of s = x + y by t = x0 + y0 is w = xy0 + x0y.
Therefore, the required probability P (w) is determined by the equality

P (w) =
M(1)

K
=

st

s + s0t
,

and after excluding from it the symbols s and t, since they are viewed to be
quantitative, by the equality

K = s + s0t =
s

p
=

t

q
.
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From these equalities, we have

p =
s

K
, q =

t

K
, p + q =

s + t

K
,

p + q − 1 =
s + t − K

K
=

s + t − (s + (1 − s)t)
K

=
t − t + ts

K
=

ts

K
.

Consequently, we finally have

P (w) = p + q + 1.

To check these observations, we notice the following. If P (x + y) = p,
then P [(x + y)0] = P (x0y0) = 1 − p. In the same way, if P (x0 + y0) = q,
then P (xy) = 1 − q.

It follows,

P (xy + x0y0) = P (xy) + P (x0y0) = 2 − p − q,

and then

P (xy0 + x0y) = P [(xy + x0y0)0] = 1 − [2 − p − q] = p + q − 1,

which is the result that completely agrees with the one found above.

Example 2. Suppose that the probability that the speaker A tells the truth
is p, and the probability that the speaker B is telling the truth is q, and
the probability that their statements differs is r. Find the probability that
if their statements agree, then we get the truth.

Suppose that the class of cases when speakers A and B tell the truth are
x and y, respectively. Given:

P (x) = p, P (y) = q, P (xy0 + x0y) = r.

Find the relationship

P (xy)
P (xy + x0y0)

=
P (xy)
1 − r

.

It is obvious that it is sufficient to find just P (xy) in terms of p, q, and
r.

Let

xy0 + x0y = s, xy = w.
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These two conditions are equivalent to the single equality

1 = ws0xy + w0(sx0y + s0x0y0 + sxy0).

This is the condition which should be satisfied in this particular task
involving four simple classes x, y, s, w. It is required to find w in terms of
the other three classes. We have

1 = ws0xy + w0(sx0y + s0x0y0 + sxy0) = M(w),
M(1) = s0xy, M(0) = s(x0y + xy0) + s0x0y0,

M0(0) = s(xy + x0y0) + s0(x + y), M0(0)M(1) = s0xy = M(1),
K = M(1) + M(0) = s0xy + s0x0y0 + sx0y + sxy0.

Since M0(0)M(1) = M(1) = s0xy, then instead of two inequalities, w is
determined by a single equality

w = s0xy.

Besides that,

Kx = s0xy + sxy0, Ky = s0yx + sx0y, Ks = sx0y + sxy0.

By viewing x, y, and s, as quantitative symbols, we should exclude them
from the formulae

P (w) =
s0xy

K

by using the relationships

xys0 + xy0s

p
=

xys0 + x0ys

q
=

x0ys + xy0s

r
= K

= s0xy + s0x0y0 + sx0y + sxy0.

We have

r =
sx0y

K
+

sxy0

K
,

q =
s0xy

K
+

sx0y

K
,

p =
s0xy

K
+

sxy0

K
=

s0xy

K
+

(
r − sx0y

K

)
=

s0xy

K
+ r +

s0xy

K
− q.
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It follows
s0xy

K
=

p + q − r

2
.

And finally,

P (w) =
p + q − r

2
,

P (xy)
P (xy + x0y0)

=
p + q − r

2(1 − r)
.

Example 3. From the observation of an epidemic in some settlement, let p
be the probability that a house suffered from fiver, q from cholera, and r is
the probability that the house did not suffer from either of these diseases,
providing sufficient sanitary conditions.

Find the probability that some particular house from this settlement
does not fulfill the sanitary conditions.

Let x be the suffering from fiver, y from cholera, and z denotes that a
house does not fulfill the sanitary conditions. Given:

P (x) = p, P (y) = q, P (x0y0z0) = r.

Find P (z).
Let

x0y0z0 = w.

The condition, which is satisfied by the given task of four simple classes
x, y, z, w is

1 = wx0y0z0 + w0(x + y + z) = F (z).

From here, find z in terms of x, y, w.
We have

F (1) = w0, F (0) = wx0y0 + w0(x + y),
F0(0) = w(x + y) + w0x0y0, F0(0)F (1) = w0x0y0.

Consequently,

z < w0, z > w0x0y0.
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Besides that,

K = F (1) + F (0) = w0 + wx0y0 + w0(x + y) = w0 + wx0y0,

Kx = xw0, Ky = yw0, Kw = wx0y0.

The symbols w, x, y which are viewed as quantitative, should be excluded
from the inequalities

P (z) <
w0

K
, P (z) >

w0x0y0

K

by using the relationships

xw0

p
=

yw0

q
=

wx0y0

r
= K = w0 + wx0y0.

We have

w0 =
wx0y0

r
− wx0y0 =

wx0y0(1 − r)
r

= K(1 − r),
w0

K
= 1 − r,

p + r =
xw0 + wx0y0

K
,

1 − p − r =
K − xw0 − wx0y0

K
=

w0 − xw0

K
=

x0w0

K
,

q + r =
yw0 + wx0y0

K
,

1 − q − r =
K − yw0 − wx0y0

K
=

w0 − yw0

K
=

y0w0

K
,

(1 − p − r)(1 − q − r) =
w2

0x0y0

K2
,

(1 − p − r)(1 − q − r)
1 − r

=
w2

0x0y0

K2
· K

w0
=

w0x0y0

K
.

And then finally

P (z) < 1 − r, P (z) >
(1 − p − r)(1 − q − r)

1 − r
.

Example 4. Suppose that regarding the balls in a vase, it is know that each
ball is either big or not blue. Suppose that while taking the balls, we pay
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attention just to the cases when the balls inside are either white, or big, or
blue. Suppose that under these conditions, the probability that the ball is
white and big is p. Find the probability that the ball is either white but not
big, or not white, but either big or blue.

Let x denote taking the white ball, y the big ball, and z the blue ball.
The first two initial conditions of this task are

x = x(y + z0),
1 = x + y + z.

Given is the probability P (xy) = p.
Find the probability P (xy0 + x0(y + z)).
Let

xy = u, xy0 + x0(y + z) = v.

It is possible to say that the given task consists of 5 simple classes
x, y, z, u, v which satisfy the above given four conditions. These conditions
can be combined in the following single condition

1 = [x0 + y + z0][x + y + z][uxy + u0x0 + u0y0]
×[vxy0 + vx0y + vx0z + v0xy + v0x0y0z0]

= uv0xy + u0vx0y + u0vxz0 + u0vxy0z0.

From the given task, it should be determined v in terms of u. The other
classes x, y, z should be excluded which can be done by the substitution

x = y = z = x0 = y0 = z0 = 1.

After their elimination, we get

1 = uv0 + u0v = F (v).

From there we have

F (1) = u0, F (0) = u, F0(0) = u0, F0(0)F (1) = u0.

It follows that in the case considered, v is determined by the equality

v = u0.

30



Further, we have

K = F (1) + F (0) = u0 + u = 1.

Correspondingly, the condition 1 = K, which is satisfied by the function
u, reduces to the identity 1 = 1, which is identical to the absence of any
condition. Therefore, we finally have

P (v) = P (u0) = 1 − p.

31



Addendum

On the Numerization of Logic Equations in General

Above (§1) it was shown that to each logic equality

f(a, b, c, . . .) = ϕ(a, b, c, . . .) (1)

corresponds the quantitative equality

N [f(a, b, c, . . .)] = N [ϕ(a, b, c, . . .)], (2)

expressing equality of the number of objects contained in the classes f and
ϕ.

Dividing both sides of this equality by N(1), which denotes the number
of objects in the sample space, another numerical equality is obtained

P [f(a, b, c, . . .)] = P [ϕ(a, b, c, . . .)], (3)

expressing the equality of the probabilities of logic classes f and ϕ.
For short, the transition from the equality (1) to the equality (3) will be

called the probabilization of the logic equation (1), while the transition from
the equality (1) to the equality (2) will be called the numerization of the
logic equality (1).

In the previous considerations, we were interested in the direct proba-
bilization of logic equalities, for the transition from (1) directly to the e
quality (3) without the intermediate equality (2). Doing that, for determin-
ing features of the symbol P , it was necessary to exploit several facts from
Probability Theory.

If we will construct rules for the transition from the equality (1) to the
equality (2), where for determining features of the symbol N we will already
exploit facts from Probability Theory, then taking into account the simple
relationship between the equalities (2) and (3), from these rules we will also
obtain a new method for defining some features of the symbol P .

It is also needed to notice that the equality (2) can have some meaning
not only as an intermediate rule between (1) and (3), but by itself, so that
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it could find some applications in other areas of knowledge, as for example
in Statistics.

Return to the construction of rules for numerization of logic equalities.
For the numerization of a logic equality, it is sufficient to numerize each

of its parts separately and then to mutually equate these results. In this
manner, the numerization of logic equalities reduces to the numerization of
separate logic functions.

Determination of the number of objects contained in every logic class a,
i.e., determining the number N(a) can be performed by their enumeration.
Equivalently, given the relationship among some of the symbols N(a), N(b),
N(a+ b), N(ab), etc., we can determine the values of some of these symbols
in terms of the values of other symbols.

Establishing various forms of relationships between different symbols N
represents the subject of study of the Theory of Numerization.

First, we will find the relationship between two symbols N [f0(a, b, c, . . .)]
and N [f(a, b, c, . . .)], where f0 is the logic complement of f .

From the logic identity

f(a, b, c, . . .) + f0(a, b, c, . . .) = 1,

we have

N [f(a, b, c, . . .) + f0(a, b, c, . . .)] = N(1).

Since the product f · f0 is equal to zero, then all objects of the function
f differ from the objects of f0, and then

N [f + f0] = N(f) + N(f0)

and correspondingly

N(f) + N(f0) = N(1),

from where

N [f0(a, b, c, . . .)] = N(1) − N [f(a, b, c, . . .)].

This is actually the required relationship. If we divide both sides by
N(1), we will get the relationship

P [f0(a, b, c, . . .)] = 1 − P [f(a, b, c, . . .)],
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i.e., one of the basic facts from Probability Theory.
Let us find the expressions for the symbol N(a + b).
If a and b are disjoint, i.e., if ab = 0, then is is clear that

N(a + b) = N(a) + N(b).

Suppose that a and b are related by the conjunction, i.e., that ab is
different from zero. From the logic identity,

a = ab + ab0,

where in the first part both terms are disjoint, we get

N(a) = N(ab) + N(ab0).

In the same way, from the identity

b = ab + a0b,

where again the first two terms are disjoint, we find

N(b) = N(ab) + N(a0b).

By adding the expressions for N(a) and N(b), we will have

N(a) + N(b) = 2N(ab) + N(ab0) + N(a0b).

On the other hand, the sum of the above expressions for a and b provides
(from the general law of logic m + m = m) the logical equality

a + b = ab + ab0 + a0b,

in the first part of which all three terms are mutually disjoint. Therefore,

N(a + b) = N(ab) + N(ab0) + N(a0b).

By comparing this expressions with the expression previously derived, shows
that in general

N(a + b) = N(a) + N(b) − N(ab),

from where for the particular case when ab = 0 and correspondingly N(ab) =
N(0) = 0, we get, the same as before,

N(a + b) = N(a) + N(b).

34



Further, it is easy to see, that in general (from the facts proven above,
and also the law mm = m)

N(a + b + c) = N [(a + b) + c] = N(a + b) + N(c) − N [(a + b)c]
= N(a) + N(b) − N(ab) + N(c) − N [ac + bc]
= N(a) + N(b) + N(c) − N(ab) − [N(ac) + N(bc) − N(abc)]
= [N(a) + N(b) + N(c)] − [N(ab) + N(ac) + N(bc)] + N(abc).

In the same way we found

N(a + b + c + d) = [N(a) + N(b) + N(c) + N(d)]
−[N(ab) + N(ac) + N(ad) + N(bc) + N(bd) + N(cd)]
+[N(abc) + N(abd) + N(bcd)] − N(abcd).

The laws of constructing such formulaes are obvious. In particular, when
all the involved classes are mutually disjoint, we find

NΣa(i) = ΣN(a(i)),

from where, after dividing by N(1), we get the relationship

P (a′ + a′′ + a′′′ + . . .) = P (a′) + P (a′′) + P (a′′′) + · · · ,

that is another truth from Probability Theory, to which we referred above.
It is possible to find another expression for the symbol NΣa(i).
Since in logic there is the identity

a′ + a′′ = a′ + a′0a
′′,

where the terms in the first part are mutually disjoint, then

N(a′ + a′′) = N(a′) + N(a′0a
′′).

Further, by knowing that

a′ + a′′ + a′′′ = a′ + a′0a
′′ + a′0a

′′
0a

′′′,

where again all the terms in the first part are disjoint, we find

N(a′ + a′′ + a′′′) = N(a′) + N(a′0a
′′) + N(a′0a

′′
0a

′′′
0 ).
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In the same way, we have in general

N(a′ + a′′ + a′′′ + · · ·) = N(a′) + N(a′0a
′′) + N(a′0a

′′
0a

′′′) + · · · .

The third approach to determine the symbol NΣa(i) consists of the de-
composition of the sum Σa(i) into elements (which are always mutually dis-
joint). Thus, if there is such a decomposition

Σa(i) = s′ + s′′ + s′′′ + · · · ,

then, it is clear that

NΣa(i) = NΣs(i).

Finally, the forth approach to determine the same symbol is the follow-
ing. Since the negation of the sum a′+a′′+a′′′+· · · is the product a′0a′′0a′′′0 · · ·,
then it is clear that

N(a′ + a′′ + a′′′ + · · ·) = N(1) − N(a′0a
′′
0a

′′′
0 · · ·).

Let us return to the determination of the symbol N of the product of
logic classes.

It was proven above that

N(a + b) = N(a) + N(b) − N(ab),

and therefore

N(ab) = N(a) + N(b) − N(a + b).

It is easy to see that

N(ab) = N(1) − N [(ab)0] = N(1) − N(a0 + b0) (E)

I will not consider generalizations of these formulaes. Instead of that, let
us pay attention to the following. The formulae before the last one shows
that knowing the symbols N(a) and N(b), we still cannot determine the
value of the symbol N(ab). Also, is is easy to determine the area within
which the value for this symbol should be contained, namely, N(ab) is not
smaller than 0 and not greater than the smaller of the values for the symbols
N(a) and N(b).
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We will prove that smaller of these boundaries can be formulated more
precisely. Namely, it can be proven that N(ab) is not smaller than

N(a) + N(b) − N(1).

Actually, from the equation (E), it follows that

N(ab) = N(1) − N(a0 + b0) = N(1) − [N(a0) + N(b0) − N(a0b0)]
= N(1) − [N(1) − N(a) + N(1) − N(b) − N(a0b0)]
= N(a) + N(b) − N(1) + N(a0b0)].

This is a new expression for the symbol N(ab), from where we can see
that obviously N(ab) is not smaller than

N(a) + N(b) − N(1).

Therefore, for the case of the product of three terms, we have

N(a′a′′a′′′) = N [(a′a′′)a′′′] = N(a′a′′) + N(a′′′) − N(1) + N((a′0 + a′′0)a
′′′)

= N(a′) + N(a′′) − N(1) + N(a′0a
′′
0) + N(a′′′)

−N(1) + N((a′0 + a′′0)a
′′′
0 )

= N(a′) + N(a′′) + N(a′′′) − 2N(1)
+[N(a′0a

′′
0) + N((a′0 + a′′0)a

′′′
0 )].

Since each of the symbols N is not smaller than zero, it follows that
N(a′a′′a′′′) is not smaller than

N(a′) + N(a′′) + N(a′′′) − 2N(1).

By such considerations it can be proven that in general

N(a′a′′a′′′ . . . a(m)) not smaller than ΣN(a) − (m − 1)N(1).

This is the lower bound of the value for the symbol N of the prod-
uct of classes. Regarding the upper bound, it is clear that the value of
this symbol is not greater than the value of the smallest of the symbols
N(a′), N(a′′), . . . , N(a(m)).

This is essentially all what I know about the rules of numerization.
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To conclude, I would like to say the following. Above, we obtained
from the rules of numerization two basic theorems from Probability Theory.
Equally, we can obtain other theorems from this theory from the rules of
numerization just by using the hypothesis about the uniform distribution of
objects in each class over the entire sample space. For example, under the
conditions in his hypothesis, we can say that N(ab) is the same part of N(a)
as N(b) is a part of N(1), i.e., we can write the proportion

N(ab) : N(a) = N(b) : N(1),

from where

N(ab) =
N(a)N(b)

N(1)
,

and correspondingly, after division by N(1)

P (ab) =
N(a)
N(1)

· N(b)
N(1)

= P (a)P (b).

Published with the approval of the Society for Natural Sciences of the
Imperial University of Kazan.

President of the Society A. Štukenberg

Kazan, Typography of the University 1887.
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The Original Version of the Paper by P.S. Poreckij
in Russian

The original version of the paper by P.S. Poreckij

”Solving general tasks in Probability Theory by using Mathematical Logic”,
Collection of Records of Meetings of the Section for Physic and Mathematics of
the Scientific Society of the Kazanj University,
Kazanj, Russia, Vol. 5, 1887, 83-116,

is reprinted at pages 41 to 75.
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A detailed biography of Poreckij can be found in [3] and [8]. We present
here basic facts related to his professional work.

P.S. Poreckij received his High School education at the Gymnasium in
Poltava, and then continued at the Faculty of Physics and Mathematics, the
University of Kharkov, Ukraine, where he graduated in 1870. In the period
1871 - 1874, he worked at the same University as a student of the Professor
of Astronomy I.I. Fedorenko. After that, he moved to the Astronomy Ob-
servatory in Astrahan, Poulkova, St. Petersburg, and finally in 1876 to the
University of Kasan.

Poreckij received his Master degree in Astronomy in May 25 1886, at
the Faculty for Physics and Mathematics of the Kasan University. The
master thesis was very positively reviewed and highly recommended by the
famous astronomer Professor D.I. Dubjago, the Director of the University
Astronomy Observatory in Kasan, due to which the Council of the Kasan
University decided to award Poreckij with the degree of Doctor of Astronomy
on a meeting held on May 31, 1889. The diploma was written already on
March 12, 1889, and was presented to Poreckij on April 5, 1889. For a period
of time, Poreckij served as the secretary of the Kasan Society of Natural
Sciences. Because of weak health, Poreckij retired from the Kasan University
on his own request submitted to the Rector of the Kasan University on
March 4, 1889, however, preserving his cooperation within the Kasan Society
of Natural Sciences.
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Scientific Work of Poreckij

As it was pointed out in [4], Platon Sergeevič Poreckij was motivated to
study logic by the famous mathematician A.V. Vasilev, and father of the
founder of imaginary logic N.A. Vasliev, see also [13].

As documented in [2], [3], [4], Platon Sergeevich Poreckij was the first
who gave a course in Mathematical Logic in Russia, at the University of
Kasan.

Poreckij has been primarily interested in logic equations and inequalities,
and application of mathematical logic in probability theory. As noticed in
[3], the method developed by Poreckij in this area has been more univer-
sal than approaches by Jevons and Venn [15], [16], at least as it has been
estimated by Couturat [7].

In [12], it is given a first attempt at a complete theory of qualitative
inference, where under the term quality Poreckij meant one-place predicate
in modern terminology [1], see also [10].

A detailed information about Poreckij, and his work including also a
biography can be found in [2], [3], [4], [8], and [14].
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Publications of P.S. Poreckij

The following list (in Russian) of publications by P.L. Poreckij has been
compiled by V.A. Bazhanov [3], [4]. We added item 20, the review of which
appeared in [5]. In the same paper, the items 2, 3, 7, 13, 15, 17, 18, 19,
22, 23, and 24 have been reviewed. Item 20 has been also referred in [6],
together with the items 17, 18, and 19.

1. Determining of geographic latitude of the Astronomical Tower of the
University of Kharkov, Kharkov, Ukraine, 1873, 57 pages.

2. ”Presentation of fundamental principles of mathematical logic in more
evident and popular form”, Presentation at the Third meeting of the
Kasan Society for Natural Sciences, Collection of Records of Meetings
of the Section for Physic and Mathematics of the Scientific Society of
the Kasan University, Kasan, Russia, Vol. 1, 1881, 2-31.

3. ”On methods for solving logical equations and the inverse method of
mathematical logic”, Collection of Records of Meetings of the Section
for Physic and Mathematics of the Scientific Society of the Kasan Uni-
versity, Kasan, Russia, Vol. 2, 1884, No. XXIV, separate publication,
170 pages.

4. ”On the question of solving certain normal systems appearing in spher-
ics astronomy, with applications in determination of the errors in the
division of the meridian circle of the Observatory of Kasan”, (four
presentations in 1885), Kasan, Russia, 1886, separate publication, 144
pages.

5. ”On the relationship between the days in a year and the days in a
week”, Collection of Records of Meetings of the Section for Physic and
Mathematics of the Scientific Society of the Kasan University, Kasan,
Russia, Vol. 4, 1886, separate publication, 12 pages.

6. ”Historical notice on the development of spherics trigonometry”, Col-
lection of Records of Meetings of the Section for Physic and Mathemat-
ics of the Scientific Society of the Kasan University, Kasan, Russia,
Vol. 5, 1887, separate publication, 16 pages.

7. ”Solving general tasks in Probability Theory by using Mathematical
Logic”, Collection of Records of Meetings of the Section for Physic and
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Mathematics of the Scientific Society of the Kasan University, Kasan,
Russia, Vol. 5, 1887, 83-116, (Translated into German).

8. ”Mars-Opposition im Jahre 1879”, (P. Poretzki) Astronomische Nachrichten,
Vol. 116, No. 24, 1887, 369-372.

9. ”Four observations, Mars opposition 1877, Mars opposition 1879, Mars
opposition 1886, Beobachtungen des Cometen 1881 III”, (P. Poretzki)
Astronomische Nachrichten Vol. 117, No. 8, 1887, 131-132.

10. ”Determination of the geographic latitude of the Astronomical Tower
of the Kharkov University”, Collection of Records of Meetings of the
Section for Physic and Mathematics of the Scientific Society of the
Kasan University, Kasan, Russia, Vol. 6, 1888, separate publication,
58 pages.

11. ”Apropos of the presentation by P.V. Preobrazhensky Trigonometric
series of a particular form, Presentations at The 76th Meeting of the
Section of Physics and Mathematics of the Scientific Society of the
Kasan University, Collection of Records of Meetings of the Section
for Physic and Mathematics of the Scientific Society of the Kasan
University, Kasan, Russia, Vol. 7, 1888, 330-334.

12. ”Apropos of the publication by Mr. Cesarski Astronimic photome-
try”, Collection of Records of Meetings of the Section for Physic and
Mathematics of the Scientific Society of the Kasan University, Kasan,
Russia, Vol. 7, 1888, 334-339.

13. ”Apropos of the brochure by Mr. Volkov Logic Calculations”, Pre-
sentation on November 12, at the 81st Meeting of the Section for
Physics and Mathematics of the Scientific Society of the Kasan Uni-
versity, Collection of Records of Meetings of the Section for Physic and
Mathematics of the Scientific Society of the Kasan University, Kasan,
Russia, Vol. 7, 1888, separate publication, 9 pages.

14. ”On the theory of prime numbers”, Collection of Records of Meetings
of the Section for Physic and Mathematics of the Scientific Society of
the Kasan University, Kasan, Russia, 1888, Vol. 6.

15. ”La loi de racines en logique (The law of roots in Logic)”, Revie de
mathématiques (revista di matematica), 1896-9, Vol. 6, No. 19, 538-
593.
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16. ”New science and the Academician Imšeneckij (with attachment of
three letters by Imšeneckij)”, Nordic Newsletter, December 1896, 103-
112.

17. ”Sept lois fondamenteles de la théorie de égalités logiques”, Bulletin
of the Society for Physics and Mathematics of the Kazan University,
Second series, Vol. 8, 1899, 33-103, 129-181, 183-216. Also a separate
publication Sept lois fondamenteles de la théorie de égalités logiques,
Kasan, Typo-lithography of the Imperial University, 1899, Vol. II, 157
pages.

18. ”Exposé élementaire de la théorie des égalités logiques à deux termes
a and b”, Revue de métaphysique et de morale, 1900, Vol. 8, 169-188.

19. ”Quelques lois ultéuieures de la théorie des égalités logiques (Supplément
au traité - Sept lois foundamentales de la théorie des égalités logiques
”, Bulletin of the Society for Physics and Mathematics of the Kazan
University, Second series, Vol. 10, No. 1, 1900, 50-84, No. 2, 1900,
132-180, No. 3, 1990, 191-230, Vol. 11, No. 2, 1901, 17-63. There
is a separate publication Quelques lois ultéuieures de la théorie des
égalités logiques, Kazan, Typo-lithography of the Imperial University,
1902, No. V, 163 pages.

20. ”Théorie des égalités logiques à trois termes, a, b, et c”, Bibliothèque
du Congrès International de Philosophie, Paris, Vol. 3, 1901, 201-233.

21. ”From the area of mathematical logic”, Physic-Mathematic Year-book
Devoted to the Questions of Mathematics, Physics, Chemistry, Astron-
omy and Elementary Presentations, Second Year, Moscow, Publishing
house of the group of authors Proceedings in the Aid of Self-education,
1902, No. 2, 482 pages.

22. ”Théorie des non-égalités logiques. Supplément aux deux traités - Sept
lois fondamentales de la théorie des égalités logiques et Quelques lois
ultérieures de la théorie des égalités logiques”, Bulletin of the Society
for Physics and Mathematics of the Kasan University, Second series,
1904, Vol. 13, No. 3, 80-119, No. 4, 1904, 127-184. There is a separate
edition Theorie des non-egalites logiques, Kasan, Typo-lithography of
the Imperial University, 1904, Vol. III, 112 pages.
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23. ”Appendice sur mon nouvel travail ”Théorie des non-égalités logiques”,
Bulletin of the Society for Physics and Mathematics of the Kasan Uni-
versity, Second series, Vol. 14, No. 2, 1904, 118-131.

24. ”Theorie conjointe des égalités et des non-égalités logiques”, Bulletin
of the Society for Physics and Mathematics of the Kasan University,
Second series, Vol. 16, No. 1-2, 1908, 9-41 and Vol. 16, No. 2,
1910, 41-118. There is a separate edition Theorie conjointe des égalités
et des non-égalités logiques, Kasan, Typo-lithography of the Imperial
University, 1909, Vol. III, 109 pages.

Fig. 2 shows the title of the paper reported above as the item 9, and
Fig. 3 shows the closing paragraph of this article where it is written the
name of Poreckij as the person who did the observations.

Figure 2: The title of the paper reported as the item 9 in the bibliography of
Poreckij.
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Figure 3: The closing paragraph of the paper reported as the item 9 in the
bibliography of Poreckij.
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References about the Work of Poreckij

The biography and work by Poreckij has been explored in detail and reported
by V.A. Bazhanov in [2], [3], [4]. The famous astronomer D. Dubjago, a
contemporary of Poreckij, was a reviewer of the Master thesis of Poreckij
and a friend of him reporting his work [8].

In [7], the work by Poreckij in logic equalities is presented as an original
method more universal than the corresponding works by S. Jevons and J.
Venn [9], [16].

The work by Poreckij has been mentioned in the review by George L.
Kline of the work by S.A. Yanovskaya (Janovskaja) [1], [10], and in the
review by Werner Stelzner [13] of the book by V.A. Bazhanov [2].

In [11], it is written at page 2,
There was in prerevolutionary Russia a certain tradition of studies in sym-
bolic logic, going back to Poreckij, who published his first work as early as
1881 - two years after the ”Begriffsschrift” 3.

Fig. 4 shows a part of the text of the review by Kline discussing the work
by Poreckij as it was reported by Yanovskaya. This text appears at the page
46 in [10].

Figure 4: A part of the text at page 46 in [10].

3The book by Gottlob Frege published in 1879, viewed by some scholars as the most
important publication in logic after Aristotle founded the subject. The complete reference
of the book is Begriffsschrift, eine der Arithmetischen Nachgebildete Formelsprache des
Reinen Denkens, Halle A/8, Verlag von Louis Nebert, 1879.
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lated by Dénes König, Mathematikai és physikai lapok, Budapest, Vol.
17, 1908, 109-202, Russian translation Algebra logiki, by I. Slǐsinski,
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